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Introduction to Linear Programming

1.1. QUANTITATIVE

TECHNIQUES /OPERATIONS
RESEARCH _ °

L.

1.1.1. Introduction

Quantitative Techniques (QT) is a discipline that deals
with the application of advanced analytical methods to help
in make better and improved decision. It is a systematic
study of basic structure, characteristics, functions and
relationships of an organisation, and provides a basis to
managers for improved decision-making.

QT takes a scientific approach to best decide, how to design
and operate man-machine systems, for industrial use. In
other words, QT deals with optimal resource allocation.
Most of the actual work is done using analytical and
numerical techniques that helps to develop and manipulate
mathematical models of organisational systems.

Quantitative Techniques is also known as Decision
Science or Operations research. Unlike many other
disciplines, that focuses on technology, OR is an
interdisciplinary mathematical study that focuses on the
effective use of technology by organisations.

Quantitative Techniques arrives at optimal or near-
optimal solutions to complex decision-making problems,
by employing techniques like mathematical modelling,
statistical analysis, and mathematical optimisation. QT is
basically helpful enhancement to judgment and intuition.
Quantitative techniques assess planning factors and
alternatives as and when they arise rather than suggest
courses of action.

Quantitative techniques may be defined as those
techniques which provide the decision maker with a
systematic and powerful means of analysis and help, based
on quantifiable data, in exploring policies for achieving
pre-determined goals. Quantitative techniques are mainly
appropriate to problems of complex business enterprises.

QT can be considered as the scientific approach to
managerial decision making. This approach starts from
raw data and after manipulation or processing, information
is produced which is valuable for making decision. The
main aim of quantitative analysis is the processing and
manipulating of raw data into meaningful information. For
various use of quantitative analysis, computer can be used
as an instrument.

According to C.R. Kothari “Quantitative Techniques
may be defined as those technique which provide the
decision maker with a systematic and powerful means of
analysis and help, based on quantity in exploring policies
for achieving pre-determined goals™.

Quantitative Techniques are the devices developed on the
basis of mathematical and statistical models.

1.1.2. Features of

Techniques

The broad features of quantitative approach to any

decision problem are summarized as follows:

1) Decision-Making: Decision-making or problem
solving constitutes the major working of operations
research. Managerial decision-making is considered
to be a general systematic process of operations
research (OR).

2) Scientific Approach: Like any other research,
operations research also emphasises on the overall
approach and takes into account all the significant
effects of the system. It understands and evaluates
them as a whole. It takes a scientfic approach
towards reasoning. It involves the methods defining
the problem, its formulation, testing and analysing
of the resulis obtained.

3) Objective-Oriented Approach: Operations Research
not only takes the overall view of the problem. but
also endeavours to amve at the best possible (say
optimal) solution to the problem in hand. It takes an
objective-onented approach.

Quantitative

To achieve this, it is necessary 1 have a defiped
measure of efTectiveness which is based on the goals
of the organisation. This measure is then used to make
a comparison between alternative solutions to the
problem and adopt the best one.

4) Inter-Disciplinary Approach: No approach can be
effective, if applied individually. OR is also inter-
disciplinary in nature. Problems are multi-dimensional
and approach needs a team work

For example, managerial problems are affected by
economic, sociological, biological, psychological,
physical and engincering aspect. A team that plans
to arrive at a solution, to such a problem. nceds
people who are specialists in arcas such as
mathematics, cngincering, economics, statistics,
management, elc.
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1.1.3.  Quantitative Analysis Process
Following are the slx steps towards problem saolving
(Mgure belaw):

Formulation of the Problem

Y

Construction of a Mathematical Model

Y

Deriving the Solution from the Model

Y

Validity of the Model

v

Istablishing Control over Solution

v

Implementation of the Final Results

Step 1: Formulation of the Problem: First of all, a
manager should be able to form an appropriate
model of the problem, so as to arrive ot a solution.

Step2: Construction of n Mauthematical Model: The
second step is to build a mathematical model, which
represents the system under study using variables.

Step 3: Deriving the Solution from the Model: An
effective computation of all the decision variables
that constitutes the problem is needed to maximise
or minimise an objective function is required. Such
solution is called an optimal solution.

Step4: Validity of the Model: Every model needs a
validation for accuracy. A model can be valid or
accurate if:

1) All the objectives, constraints and decision
variables included in the model and are
relevant to the problem or are a part of it, and

2) It has valid functional relationships.

Step 5: Establishing Control over Solution: The
immediate next step after arriving at a solution, is
o exercise and establish control over it. It
requires enforcing feedback on those variables,
which actually have tendency to deviate from the
acceptable regime considerably.

Step 6: Implementation of the Final Results: In the end,
the final results of the model are put to work.
Careful explanation of the adopted solution, and
its relationship with the functional realities should
be considered.

1.1.4. Relevance of Quantitative
Techniques in Management Decision
Making

The quantitative approach to decision making is assuming
an increasing degree of importance in the theory and

practice of management. The factors that are responsible
for this development are:
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1) Decision problems of management are s cal)mplcx
that only n conscious, systematic and scientifically

based analysis can yield realistic solution,

2)  Availability of well-structured quantitative modc!.v.
and methods that are avollable for solving these
complex managerial problems,

3) Atitude of accumulating scientific knowledge in the
management of organisations, and

4) Availability of computer soflware o
quantitative models to real-life problems.

upply

Hence, if dccision-muk‘crs are totally or fully utilisr: the
potentinls of quantitative models, then the dcqu:ion
problem be defined, analysed and solved in a concision,
rational, logical, systematic and scientific manner bused on
the datn, facts, information and logic and not on gucss.

The quantitative approach does not preclude the
qualitative or judgemental elements that always put o
substantial influence on managerial decision making.
Rather, the quantitative approach must build upon, be
modified by and continually benefit from the experiences
and creative insights of business’ managers. The
quantitative approach attempts (o cultivate a managerial
style that demands a conscious, systemalic, and scientific
analysis — and resolution of decision problems.

The symbolic relationship between qualitative and
quantitative models is shown in figure 1.1:

Judgement Hypothesis
Unstable Su:.b.]c
E .. condition  conditions E
3 3_. Decision Decision |, §
ES Process  |e— e Piiscess E
" imple E
g Mhdefined.  eitgefined | s
complex roblems
Institutions  problems P Data

Figure 1.1: Symblotic Relationship between
Quantitative ond Qualitative Models

In general, while solving a real life problem, the decision-
maker must examine it both from quantitative as well as
qualitative perspective. Information about the problem
from both these perspectives needs to be brought together
and assessed in the cdntext of the problem. Based on some
mix of the two sources of information, a decision should
be taken by the decision-maker. Figure 1.2 illustrates this

in a simplistic way:
\\ Problem| | Problem
analysis ] analysis
Quantitative

analysis

Qualilative
analysis

Real-life
problem

Figure 1.2: Decislon making

Figure 13 shfnys a flow chart of scientific procedure to
arrive at a decision where it is possible to follow only the

left-hand path (i.e., describe the data) §
. . ta
data in a qualitative manner, ) in order to gather
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For example, instend of clniming that most customers
would buy the product if it Is ndvertised an TV, it would
be better 1o nsk how many items customers would buy if
the product price is also ndvertised on TV. Such questions
implics that we intend 10 measure quantities (i.c., number
ol items bought ut a cerain price) and are using
quantitative methods. Consequently, ohservations can be
described in much detnil, Also, we may follow, right-hand
poth (i.c.. analyse the data) in order to gother data in
quantitative manner to understand that o large number of
people buy the product only if it is advertised on TV, As it
is known quantitative methods not only assist in decision-
making but also help in amiving at a better decision, The
quantitative approach (o decision-making uses concepts
and or tools (methods) of mathematics and statistics, The
commonly used terms for quantitative approach 1o
decision making are Operatlons Rescarch, Management
Science, Decision Analysis and Declslon science.

Identify the Scope, Aims
und Objectives of the
Study

:

Collect Data using
Quulitative Appropriate Method

Approach l

Quantitative
Approach

I Describe the Dalrl unulysc the Data ]

!

Develop
Decision Model
and Test for its

Analyse or Experiment
with the Model

, }
|

Make Inferences or
Predictions

Evaluvate the Alternadve
and Choose the Best
suited among them

¢

Implement the Decision
and Maintain Control

Figure 1.3: An Iconlc Model of Data Analysis

The major roles of quantitative techniques in decision

making are as below:

1) 1t provides a tool for scientific analysis.

2) Itoffers solutions for various business problems

3) Itenables proper deployment of resources.

4) It supports in minimising waiting and servicing costs.

5) It helps the management to decide when to buy and
what is the procedure of buying.

6) It helps in reducing the total processing time
necessary for performing a set of jobs.
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LL5.  Advantages of Quantitative

Techniques/Operations Research

1) Better Control: For large organisations, it s
practically impossible to continuously supervise every
routine work. OR approach comes handy and gives an
analytical and quantitative basis 10 idenuly the
problem arca. OR wpproach is most [requently

adopted with production scheduling and inventory
replenishment,

2) DBetter Systems: For example, Problems idenufying the
best location for factories or decision on whether 1 open
a new warchouse, ctc., are often been studied and
analysed by OR approach. This approach helps 10
improve the existing system such as, sclecting
cconomical means of trnsportation, producuon
scheduling, job sequencing, or replacing old machinery.

3) Better Decislons: OR models help in improved
decision-making and thereby reduce the nsk of wrong
decisions. OR approach gives the cxecutive an
improved insight into the problem and thereby
improves decision-making.

4) Better Coordination: OR models help in coordimation
of different or various divisions of an organisarion.

1.1.6. Disadvantages of Quantitative

Techniques/Operations Research

1) Dependence on an Electronic Computer: OR
approach is mathematical in nature. OR techniques try
to find out an optimal solution to a prablem. by taking
all the factors into consideration. The n=ed of
computers become upavoidable because these faciors
are enormous (huge), it requires huge calen'anuas ta
express them in quantity and to establish relationstips
among them.

2) Non-Quantifiable Factors: One of the drawbacks of
OR techniques is that they provide a solution only
when all the elements related to a problem are
quantified. Since all relevant variables may not be
quantified, they do not find a place in OR models.

3) Wrong Estimation: Cerain assumptions and
estimates are made for assigning quantitative valucs
to factors involved in OR, so thai a quantitazive
analysis can be done. 1f such estimates are wrong, the
result can be misleading.

4) Involves Time and Cost: Operations resexrch is a
costly affair. An organisation needs to invest time,
money and effort into OR to make it effective.
Professionals need to be hired to conduct constant
research. For better research outcomes, these
professionals must constantly review the rapidly
changing business scenarios.

5) Implementation: The complexities of human
relations and behaviour must be taken into account
while implementing OR decisions, as it is a very
delicate task.
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1.1.7.  Scope¢/Applications of

Quantitative  Techniques/Operations

Research

Operation Rescarch can be applied to differcnt arcas of

business such as:

1) Industry: Industrial management deals with a series
of problems, starting Aght from the purchase of raw
matenals tll the dispatch of final products. The
management is ultimately interested in overall
understanding of the methods, of optimising profits.
Therefore, to take decision on scientific basis,
operations research team has to think about various
alternative methods, lo produce goods and obtaining
retumns in cach case.

Not only this, the operations research study should
also suggest possible changes in the overall structure
like installation of a new machine or introduction to
automation, ctc., for optimising the results. Many
industies have gained immensely by applying
operations rescarch in various tasks. For example,
operations research can be used in the fields of
manufacturing and production, blending and product
mix, inventory management, for forecasting demand,
sale and purchase, for repair and maintenance jobs,
for scheduling and sequencing planning, and also for
scheduling and control of projects.

2) Developing Economies: OR is applicable to both
devcloping and developed economies. But a lot of
scope exists in developing economies, for building up
an operations research approach towards planning.
The basic idea is to orient the planning, to achicve
maximum growth per capita income in minimum
time; considering the goals and restrictions of the
country. Poverty and hunger are the core problems
faced by many countries of Asia and Afnica.
Therefore, people like statisticians, economists,
technicians, administrators, politicians and agriculture
experts can work in conjunction, to solve this problem
with an operations rescarch approach.

3) Agriculturc Industry: Operations  research
approach has a huge scope in agriculture scctor.
Population explosion has led to scarcity of food.
Optimum allocation of land for various crops in
accordance with climatic conditions is a challenge
for many countrics, Also, cach developing country
is facing the problem of optimal distribution of
water from several water bodies. These areas of
concem hold a great scope for scientific research.

4) Orpanisation: Organisation, big or small, can
adopt operations rescarch approach cffectively.
Operational  productivity of organisations have
improved by using quantitative techniques.
Techniques of operations research, can be applicd
to minimise cost, and maximisc bencfit for
decisions. For example, a departmental store faces
problem like, employing additional sales girls, or
purchasing an ndditional van, etc.

5) DBusiness and Socicty: Businesses and socicty can

directly be benefited from operations rescarch. For

example, hospitals. clinics etc., Operations research

methods can  be applicd din:clly. tp_ solve
administrative  problems such as minimising the
waiting time of outdoor patients. Similarly, the
business of transport can also be benelited by
applying simulation methods. SuclP mclhqu. cgm_hclp
to regulate train amivals and their running timings.
Queuing theory, can be applicd to minimise
congestion and passcngers waiting time. These
methods are increasingly being applied in L.LC.
workplaces. 1t helps in deciding the premium rates of
various policies. Industries such as petroleum, paper,
chemical, metal processing, aircraft, rubber, mining
and textile have been extremely bencfited by its use.

1.2. -LINEAR'

PROGRAMMING (LP) - _

1.2.1. Introduction

Linear programming is a two-word phrase. It means:

1) The word linear refers to any linear relationship
among variables in a model, means any change in
one variable will result into a proportional change
in other variables.

2) Programming refers to any problem that can be
modelled and solved mathematically. There are
various alternate strategies to achieve the desired
objective. But in programming, economic allocation
of limited resources and choosing a particular course
of strategy helps in solving the problem.

An analysis of problems represented in linear funclion
with a number of variables that is to be optimised, when
subjected to a number of restraints in the form of
inequalities, is called Linear Programming. A problem can
be approached and solved with different strategics. Linear
Programming sclects the best possible strategy from the
available altenatives.

Strategy is selected on the basis of maximisation or
minimisation of some required output, i.c., it has to be
optimal. For example, maximisation of output/profit or
minimisation of production cost.

According to William M Fox, “Linear programming is a
planning technique that permits some objective functions
to be minimized or maximised within the framework of
given situational restrictions.”

Linear programming is a technique that works on a
mathematical basis for determining the optimal solution. It
takes into consideration the alternative uses of resources
likc. man, machine, moncy, material, etc., to attain a
particular objective. Lincar programming can be applied
on various problems. However, this technique can be
ideally used for solving maximisation and/or minimisation
problems, subject 1o some assumptions. For example,
maximisation of profiV/ sales or minimisation of cosL



Introduction to Linear Programming (Unit 1)

1.2.2. Mathematical Model/General
Structure of LPP

Let X, Xj... X, be n decision variables. Then the
mathematical form of lincar programming problem is as
follows:

Optimize (Maximize or Minimize)

Z =CX) + CaXz+ o CpX,y (Objective function)

Subject to the constraints;
ﬂnX| +ﬂ|'_| Xz +'""+all‘\xn (S..:‘z)bl

Dy %+ Xyt ¥ 0y X (£=,2) b, (Constraints)

DXy +0,0% ot X, (S.=.2) b,

and Xy, Xa,.00 Xq 20 (Non-negativity
condition) L
Where ay, b, ¢; are constants and x, is decision variable.

By using the symbol ‘2", i.c., the ‘sum’ of notation, the
above formulation may be put in the following compact
form:

m n
Optimise (Max. or Min.) Z = Z chxj
=l =
(Objective function) (1)

Subject to the linear constraints:

n
D agx;(£,=2)bjii=1,2,..,m  (Constraints) ...(2)
Fl

x20j=1,2,...,n (Non-negativity) ...(3)

Some Useful Delinitions

Definition 1: A [feasible Solution to the linear
programming problem is a vector X = (x;, X3, X3....Xp)
which satisfies conditions (2) and (3).

A feasible solution to a linear program is a solution that
satisfies all constraints.

Definition 2: A basic solution to equation (2) is a
solution obtained by setting (n — m) variables equal to
zcro and solving for the remaining m variables,
provided that the determinant of the coefficients of
these m variables is non-zero. The m non-zero variables
arc called basic variables and (n - m) zero. variables
are called non-basic variables.

For examples,

1) Maximization Case
Maximise Z=40x,; + 35x; (Profit)
Subject to
2x; +3x3 S 60 (First constraint)
4x, + 3x; S 96 (Second constraint)
X, X220 (Non-negativity condition)

2) Minimization Case

Minimize Z = 40x, + 24 x; (Cost)
Subject 10
20x, + 50x, = 4800 (First constraint)

80x, + 50x, 2 7200
X1s X3 20

(Second constraint)
(Non-negativity condition)
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1.2.3. Components of Linear

Programming Problem

Following are the components of a linear programming

problem (LPP):

1) Objective Function: LPP has a component called
Objective Function or Criterion function. It is a linear
function and can work either by maximisation or
minimisation process. It includes all possible
components of a problem to optimise the solution.

2) Decislon Varlables: The objective function uses
variables to reach at a solution. The variables that help
to decide the outcome are called ‘Decision Variables’
or ‘Activity Variables®. The level of activity for cach
variable is specified. However, it can specify a zero
value of some variable but not a negative value.
Decision (or choice) variables can be x|, X3....,Xq.

3) Constraints: Constraints are a part of every practical
situation. The mathcmatical program stated in an
algebraic form will also specify constraints, i.e., the
limited availability of resources, if it is a
maximisation problem or a minimum quality or
composition, if it is a minimisation problem. Thus,
every problem will come with its limitations and
accordingly, a strategy or an approach to a problem is
to be developed. This is called a Constraint.

Constraint is expressed as (<, =, >) follows:
A X+ X2+ .+ 3 XS by
apn X+ Xa+ ...+ 21, X, =>by Or
—a X =22 X1 = ... —Aa X by

1.2.4. Assumptions of Linear

Programming Problem

Four basic assumptions that are imporant for all linear

programming problems are as follows:

1) Certainty: All the variables or parameters in an LP
mode] should be assumed to be constant or known.
For the best optimal solution, parameters such as
availability and consumption of resources or the
profit/cost contribution variable should be assumed
to be certain. Certainty in an LP model is
concerned with the coefficients in the objective
function cj, the coefficients in the functional
coefficients a; and the right hand sides of the
functional constraints b,, The values of the
cocfficients of each variable are to be constant or
certain. This means that values of ¢, a;, b; are fixed
and known with certainty.

2) Divisibility (or Continuity): It is assumed that
decision variables and resources have solution
values which are either whole numbers (integers) or
mixed numbers (integer and fractional). The integer
programming method may be applied to get the
desired values if only integer variables are desired,
e.g., machines, employees, ctc. However, in an
LPP model, decision variables can have any value
that satisfy the functional and non-negative
constraints. It can also take a non-integer value.
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3) Additive: This means, the function value is the sum
of the contributions of each term, i.c., when two or
more activities arc used, the total product is equal to
the sum of the individual products where there is no
interaction effect between the activities. For example,
the sum of the profits earned scparately from A and B
must be equal to the total profit eamed by the sale of
two products A and B. Similarly, the sum of resources
used for A and B individually must be equal (o the
amount of a resource consumed by A and B.

4) Linearity: Lincar programming requires linearity in the

equations, i.c., the relationship in both objective function

~ and constraints must be linear. Linearity requires that a

change in a variable should result in proportionate

change in that variable’s contribution to the value of the

function. For example, the resource i consumes Say, if

decision variable x = 5 but the consumption will be 10a;

if x = 10, and so on. Where a, represents the amount of
resource i used for an activity j (decision variable).

1.2.5. Advantages of Linear Programming

1) Improves Quality Decision: LP improves the quality
of the decisions. There might be other constraints
operating outside the problem. Hence, linear
programming gives possible and practical solution.

2) Cost-Benefit Analysis: LP is a versatile technique
that helps in representing real-life business situations.
It is a very cost-effective technigue and is helpful in
planning and cxccuting the policies of the top
management in a cost effective manner.

3) Flexibility: LP provides better tools for meeting the
changing conditions. Re-evaluation for changing
conditions can be done, even after the plans are
prepared. LPP is a very effective technique under
such changing circumstances.

4) Number of Possible Solutions: Management
problems are complex, but with LPP technique,
managers can arrive at the best alternative solution to
the problem. LPP helps in assuring that the manager is
considering the best optimal solution.

5) Use of Productive Factors: The Lincar Programming
technique helps in making the best possible usc of the
available productive resources such as time, labour,
machine etc. A decision-maker can employ his
productive factors effectively by selecting and
distributing these elements.

6) Sclentific Approach: LP is effective as it highlights
the bottlenecks in the production process. This means
that an LP presents a clear picture of the problem.
Hence, it becomes easy to deal with the problem.

1.2.6. Disadvantages of Linear

Programming

1) Linear Relationship: A primary requirement of an LP
is that the objective function and every constraint must
be linear. However, in real life situations, many business
problems can only be expressed in a non-linear form. In
such situations, LP technique is not applicable.

ques for Decision Making) AUC

traints: LP assumes that all

values of coefficients of decision \:m'iables are stated
with certainty. Due to this restriction, LP cannot be
applied toa wide variety of problems.

3) Fractional Solations: Many times the splution to a
problem may not be an integer but 2 !’mcllon.'Soluuon
in fractions may not remain optional in rounding off,

4) Complexity: There are computagonal difficultes w!nen
it comes to large problems. LP model is a mathematical
formulation which becomes complex when there are
large number of variables and constraints.

5) Possibility of More than One Objective: LP deals
with the problems with single objective. But In real
life situations there are more than one objective. LP
faces limitations in such situations.

6) Time Effect: The effect of time is not considered in
linear programming model.

127. Applications of Linear Programming
ng models can be applied to a variety of

2) Coefficients are Cons

Linear programmi

business problems. Following areas make use of this
technique:

1) Finance: LP techniques arc very important for the

finance sector. It is very useful in profit planning and
control. LP can be used to maximise the profit margins
by making an optimum use of financial resources.

Production costs can be put under check
g. LP finds the best
and helps

2) Industrial:
with the help of lincar programmin

solution under prevailing constraints
maximising output and minimising costs.

3) Administrative: The administrative tasks become
easier and efficient with the usc of LP techniques. It
helps the manager to choosc and decide the best
method out of various managerial methods for
achieving the desired output.

4) Defence: LP s extensively used in military
operations. In the defence scctor, LP can be used to
utilise the optimal limited defence resources to
achieve the desired goal.

5) Trade: Linear programming can be used very widely
in this sector. It helps in the estimation of demand and
supply, price and cost etc.

6) Transport: In the transport sector, LP models arc
employed to determine the optimal distribution
system. It also helps in ascertaining that minimum
cost is incurred on transportation.

1.2.8. Formulation of LP Problem
Mathematical model use for LP is known as Formulation
of Linear Programming Problem.

Steps of LPP Formulation

LP requires the formulation of a model in a mathematical
form using various symbols. The basic steps in
formulating a linear programming model are as follows:
Step 1: Identifying the decision variables (values of which
are found by solving the L.P.P.) and assigning the symbols
Xiy X2 «0e OFX,Y, ... to them,
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Step 2: Identify the objective function to be optimised
(minimised or maximised) and expressed in terms of pre-
defined decision variables as below:

Z=CX +Cixy + ... CaXn

Step 3: Identify all the constraints in a given problem,
which restrict the operation at a given point of time and
cxpress them as linear equations and/or inequalities in
terms of pre-defined decision variables as below:
X+ X2+ ... (5,=,2) b, wherci= 1,2, ...m

Step 4: Since the negative values of decision variables do
not have any valid physical interpretation, write the non-
negativity conditions as:
x120,x,20,...0rx;20,wherej=1,2, ...n

Step 5: In the last stage, form a lincar programming
problem model by putting the objective function, linear
constraints and non-negativity conditions together in the
form of an equation.

Example 1: A firn uses lathes, milling machines and
grinding machines to produce two machine parts. Table
given below represents the machining times réquired for
each part, the machining times available on different
machines and the profit on each machine part.

Type of Machining Time Maximum Time
machine |Required for the Machine| Avallable per
Part (minutes) Week (minutes)
M, M,
Lathes 12 6 3,000
Milling 4 10 2,000
machines .
Grinding 2 3 900
machines
Profit per unit| 40 2100

Formulate the problem so that the number of parts I and I
to be manufactured per week to maximize the profit.

Solution: Formulation of L.P. Model

1) Objective Functions: The first major requircment of
an LPP that we should be able to identify the objective
functions. It will be maximised or minimised.
Mathematically the objective function relates the
variables which we are dealing in the problem. In this
problem we could be obtained by producing and selling
two machine pans (M;) and (M,). Let x; and x,
represent the number of time required for producing
and selling M, and M; respectively. Now, Machine part
(M)) is obtained profit 40 and Machine part (M,) is
obtained profit T100 respectively. So, objective is to
maximise the profiL

Max (Z) = 40x, + 100x; is the objective function.

2) Constraints/Conditions (Constraints are on the
Time Available on Each Machine): The
mathematical relationship which is used to explain the
inequality in the variables. The inequalities can be
expressed in terms of less than or equal (<) and in the
terms of greater than or equal (2). Each part of
machine (M,) required 12 minutes for Lathes and
Machine (M) require 6 minutes for Lathes. The total
maximum time is available of Lathes machine is
3,000 minutes,
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We can express the constraints for Lathes as:
12x, + 6x; < 3,000

Each of machine part (M;) require 4 minutes and
machine part (M) requirc 10 minutes for milling
machines and total maximum time available is 2,000
minutes. We can express the constraints for milling
machines as:

4x; + 10x; S 2,000

Each of machine part (M,) will require 2 minutes and
machine part (M;) will require 3 minutes for grinding
machine and total maximum time available is 900
minutes. We can express the constraints for grinding
machine as follows:

2x; + 3x, <900
Therefore, the subjective function is:
For Lathes, 12x, + 6x; < 3,000
For milling machines 4x; + 10x; < 2,000
For grinding machine 2x, + 3x3 £ 900

3) Non-Negative Conditions: x, and x; are the nomber
of machine parts produced by machine (MI) and
machine (M;) and they cannot have negative valge.
The non-negative condition is expressed as:

Xy, X3 2 0

Now, we can write the problem in complete form of LPP
as follows:

Max (Z) = 40x, + 100x, (Objective functions)
Subject to,
12x; + 6x, < 3,000
4x, + 10x; £2,000 (Subjective functions)
2x; + 3x, 900

and non-negative conditions is x;, X3 2 0.

Example 2: A firm is engaged in producing two products
P, and P;. Each unit of product P, requires 2kg of raw
material and 4 labour hours for processing. Whereas each
unit of product P; requires 5kg of raw material and 3
labour hours of the same type. Every week the firm has the
availability of 50kg of raw material and 60 labour hours.
One unit of product P, sold eamn profit 20 and unit of
product P, sold gives ¥30 as a profiL

Formulate this problem as linear programming to determine
as to how many units of each of the products should be
produced per week so that the firm can earn maximum
profit, assume all units produced can be sold in the market?

Solution: Let the company produced two types of
product Py(x,) and P;(x;). Now the problem is
formulated as follows:

Products
Rm“m Pl(lﬂ pl(!ﬂ Avallabili
Raw Material | 2kg Skg S50kg
Labour 4 hours | 3 hours | 60 hours
Profit 720 %30

1) Objective Functions: Let, x; and x; represent the
number of units of product Py and P, r:spcct!vcly.
Max (Z) = 20x, + 30x; is the objective function.



7) Constraints/Conditions: Each unit of ‘producl P,
require 2kg of raw material while cach unit of product
P, requires Skg. The total availability of raw material
is SOkg.

Now, we can express the constraint of condition as:
2.X| +5x3¢ 50
Similarly that a unit of product Py requires 4 labour
hours for its production and one unit of product P,
requires 3 labour hours with an availability of 60
labour hours. The labour constraint or condition will
be expressed as mathematical equation:
4X| + 3!2 <60

Therelore, the subjective function is as follows:
2x, + 5%, <50
4x, +3x,S60

3) Non-Negative Conditions: x, and x, arc the number
of units produced of product P and P, cannol have
negative value. The non-negative condition is
expressed as follows:

X X32 0
Now, we can write the problem in complete form of
LPP as follows:

Max (Z) = 20x, + 30x,
Subject to,
2x, +5x, <50
4x, +3x; 560
and x;, x;20

Example 3: Mohan-Mecaking Breweries Ltd. has two
bottling plants, one located at Solan and the other al
Mohan Nagar. Each plant produces three drinks, whisky,
beer and fruit juices named A, B and C respectively. The
numbers of bottles produced per day are as follows:

Plant ot
Solan(S) | Mohan Nagar (M
Whisky, A 1,500 1.500
Beer, B 3,000 1,000
Fruit Juices, C [ 2,000 5,000

A market sur.ey indicates that during the month of April,
theré will be a demand of 20,000 bottles of whisky, 40,000
botiles of beer and 44,000 botules of fruit juices. The
operating costs per day for plants at Solan and Mohan
Nagar are 600 and 400 monetary units. Formulate the
problem so that each plant be run in April so as lo
minimize the production cost, while still mecting the
market demand?

Solution: Formulation of L.P. Model

1) Objective Function: Key decision is to determine the
number of days for which each plant must be run in
‘April. Let the plants at Solan and Mohan Nagar be run
for x; and x; days.

Objective is to minimize the production cost.
i.c.. minimise Z = 600x, + 400x;

2) Constraints: Constraints are on the demand.
i.e., for whisky, 1,500 x; + 1,500 x; 2 20,000,
For beer, 3,000 x, + 1,000 x, 2 40,000,
For fruit juices, 2,000 x, + 5,000 x; 244,000
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-Negative Con
3) Non-Nega > 0 and %, > 0 which meet the

sets of values of Xi

objective.
Example 4: A chemical company produces two products,
X and Y. Each unit of product X requircs 3 hours. on
operation I and 4 hours on operation II while each unit of
product Y requires 4 hours on operation I :.»_nd 5 hours on
operation I1. Total available time for operations I an.d Il is
20 hours and 26 hours respectively. The pn')duclmn of
cach unit of product Y also results in two units of a by-
product Z at no extra cost.

Product X sells at profit of T10/unit, while Y sells at profit
of 120/unit. By product Z brings a unit profit of 36 if solfi;
in case it cannot be sold, the destruction cost is T4/uniL
Forecasts indicate that not more than 5 units of Z can be
sold. Formulate the problem so that the quantities of X and
Y to be produced, keeping Z in mind, so that the profit
eamed is maximum.

Solution: Formulation of L.P. Model .
Step 1: The key decision to be made is to determine the
number of units of products X, Y and Z to be produced.
Step 2: Let the mimber of units of products X, Y and Z
produced be Xy X, X3, where
x; = number of units of Z produced

= nurrber of units of Z sold + number of units of Z

destroyed = Xy + X4 (say).

Step 3: Feasible alternatives arc scts of values of x;, X2, X3
and xq, where Xj, X2, X3, X4 20.
Step 4: Objective is to maximise the profit. Objective
function (profit function) for products X and Y is linear
because their profits (T10/unit and T20/unit) are
constants irrespective of the number of units produced.

* A graph between the total profit and quantity produced

will be a straight line. However, a similar graph for
product Z is non-linear since it has slope + 6 for first
part, while a slope of —4 for the sccond. However, it is
piece-wise linear, since it is lincar in the regions (0, 5)
and (5, Y). Thus splitting x, into two parts, viz. the
pumber of units of Z sold (x;) and number of units of Z
destroyed (x;) makes the objective function for product
Z also linear.

Thus the objective function is maximise Z = 10x, + 20:(; +
6x; - 4x4.

Step 5: Constraints are:

On time available on operation I: 3x, + 4x, < 20,

On time available on operation II: 4x, + 5x, £ 26,

On the number of units of product Z sold: x; <5,

On the number of units of product Z produced:

2X3= X3 + X4 O —2X; + Xy + Xy = 0 and

X1 X2, X3, X4, X520

E'xamp.le 5: A Person wants to decide the constituents of a
diet which will fulfil his daily requirements of proteins, fat
and carbohydrates at the minimum cost. The choice is to

be made from four different foods. The yi
. 3 Ids per
unit of these foods are given bg::‘: PSR
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Yield per Unit
'ost per
Food Type |Proteins|Fats Carbohydrates cUnl':c

1 3 2 6 23

y T3 3 40

3 3 7 7 85

n 3 G 2 65
Minimum
Requirement 800 |200 700

Formulate the LPP for the problem.

Solution: Formulation of Linear Programming Model

Step 1) Let consider that x,, x;, x, and x4 are the number
of units of food of type 1, 2, 3 and 4 to be used.

Step2) The sets of values x; show the [feasible
alternatives. Here x; represents the number of
units of food type j to be used. The values of j are
1,2,3and 4.
Alsox; 20 ..-(1)
This shows non-negalivity condition.

Step 3) The main objective is to minimise the total cost
of foods, thus we have the following objective
function:

Min Z = (45x + 40x; + 85x, + 65x4) «.(2)

Stepd) Daily requirements are fulfilled by various
constraints which are given lollows:
3x, + 4x; + 8x3 + 6x4 = 800(Proteins)
2x; + 2x3 + T3 + 5x4 = 200(Fats) wea(3)
6x; + 4%, + 7x3 + 4x3 > 700(Carbohydrates)

Thus the objective of the linear programming
models is to find the number of units x,, x5, Xy and
xy for minimising the objective function(equation
2) subject to constraints (equation 3) and follow
non-negatively condition (equationl).

Exnmple 6: A truck company requires the following
number of drivers for its trucks during 24 hours.

Time | No. Required
00-04 hr 5
04-08 hr 10
08-12 hr 20
12-16 hr 12
16-20 hr 22
20-24 hr 8

According to the shift schedule a deriver may join for duty
at midnight, 04, 08, 12, 16, 20 hours and work
continuously for 8 hours. Formulate the problem as L.P.
problem for optimal shift plan.
Solution: Let x;, X3, X3, X4, Xs, and x¢ denote the number of
drivers joining duty at 00, 04, 08, 12, 16, 20 hours,
respectively.
Hence, the objective function is to minimise the number of
drivers required. This means that,

Minimise Z = x| + X1 + Xy + X + X5 + X;
Drivers who join duty at 00 hours and 04 hours shall be
available between 04 and 08 hours. As the number of drivers
required during this interval is 10, we have the constraint:
X1+ x2210; X2 + X3 2 20; X3+ X2 12
Xy + X5222; Xs+ X528 Xe+ X125
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Hence the L.P. problem is as below:
Mim'mich:xl + X3+ X34+ Xy + Xs + Xg
Subject to constraints,

X1 +x210

X2+ Xy220

Xy+x4212

X4 +15222

Xs + X528

X+ X125

Where x;, X3, Xy, X4, X3, X 2 0

1.3.. SOLUTIONS
LINEAR
PROBLEM(LPP) -

Linear Programming problem (LPP) can be basically

solved by two methods. This is shown in the figure
below:

(0]

PROGRAMMING

Methods of Solving LP Problems
J 1
h 2 L 4
Gruphlcal Method Simplex Method
(LPP which involves (LPP which involves two or
only two variables) more Lthan two variables)
| 1
v v

Simple Case 1) Big-M Method

2) Two Phase Method

(Only slack variables are added
while converting the problem into
standard form in identity matnix is
given.)

(Surplus variable are

subtracted  and  aruficial

variables are added 1o get
identiry matrix.)

1) Graphical Method: Graphical method is a very basic
method of solving linear programming problems.
Equations are represented in a graphical form and are
solved using the intersection points and finding the
values of the bounded area.

2) Simplex Method: The most general and powerful
technique to solve linear programming problem is
Simplex method. It is an iterative method which
solves the LPP in a limited number of steps or
indicates that the problem has unbounded solutions.
Simplex method is designed 1o solve a number of
linear equations simultaneously with morefless
unknown variables. The computational procedure is
repeated until an optimal solution is determined.

1.4. GRAPHICAL METHODS

14.1. Introduction

Graphical method indicates the constraints and determines
the ‘feasible region® on the graph. The feasible region is
the area that contains all possibly feasible solutions to the
problem, i.c., those solutions which satisfy all the
constraints of the problem.



20 |
applicable to solve the lincar
hich involves two decision

variables. One can arrive at an optimal solution to LPP by
cvaluating the value of the objective function at cach
vertex of the feasible region. It will only occur at one of
the extreme points.

For example, let consider the following LP problem:
Maximize Z=dx+dy

The grophical method is
programming problem W

Subject to the restrictions,
vg§
x+2yss iy x320

In the Ngure 1.4 points B, C, D, E is vertices for the
feasible region shaded area.

\‘\A x+vSS

| >

1 T T
¥
+ D\ d

Flgure 1.4

1.4.2.  Steps of Graphical Solution

Steps involved in graphical method of LPP are as follows:

Step 1) Formulate the linear programming problem.

Step2) Inequality in the constraints is converted as equality.

Step 3) Constraint lines are constructed as cquations.

Stepd) Then ‘feasible’ solution region is identified.

Step5) Then comer points of the feasible region are
located.

Step6) On the comer point, the value of the objective
function is calculated.

Step7) The point where the objective function has
optimal value is selected.

Step8) On the same graph paper, objective function is also
constructed by assuming some arbitrary value of Z

Step9) The value of the objective function can be
calculated if the optimal values occur at the
comer points of the feasible region and the one
which gives the optimal solution is selected.

(]
(S

1.43. Maximisation Linear
Programming Problems
Example 7: Use the graphical method to solve the
following LP problem.
Maximise Z=3x,+2x;
Subject to the restrictions,

2x;+x,<40

X+ X< 24

2x;+ 3x3<60 and x,, X320

Solution: For the purpose of plotting the above equation
on the graph, one needs to convert inequalities into
equalities and find out the point of line.
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2%, + %= 40 ---(;)
X+ X1=24 w(2)
2x, + Ixy= 60 R w(3)
Point 1 Point I1
2% 4 ;=40 x|=0.x1=40 x;=20,x;=0
X|+l;=24 X|=0.11=24 x=24.x,=0
2l|+3h=60 l|=0.lg=20 X|=30.X;=0

All these lines are plotied in graph below:

bY]

1;

SOu-

40+

0+
x+xmd

Dounded feasible reglon
2y + =40

2%, + Iy =60

A (24,0 t ;
0 e 2 w40 S0

The feasible region is given by OABCD.

The value of the objective function at ench of these
extreme points is s follows:

Extreme Point | Coordinates |  Objective Function
Value Z = 3x; +2x;
0 (0,0 Ix0+2x0=0
A (20,0 Ix20+2x0=60
B (16.8) Ix16+2x8=64
C (12, 12) Ix12+2x12=60
D (0,20) Ix0+2x20=40

The maximum value of the objective function Z = 64
occurs at the extreme point B (16, 8). Hence optimal
solution to the given LP problem is:

x =16, x;=8, MaxZ=64

Example 8: Solve the following LPP
Maximise Z = 2x; + X2

Subject to: x; + 2x < 10, x| +Xx; <6,
XQ—XQSZ. X|-2X1$l. andx.. szO.

Solution: For the purpose of plotting the above equation
on the graph, one needs to convert inequalities into
equalities and find out the point of line.

X1+2x;= 10 (1)
X +x=6 w(2)
X|—82=2 (3)
X=2x;3= 1 «(4)
Point I Point I1
+20=10| x=0x=5 | x=10x,=0
X1+ X=6 =0.x=6 | x,=6, xz;U
X —X1=2 X|=0.X1=—2 l|=2.Xz=0
X=2%=1 |x=0%=-05]x=1x=0 |
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All ‘hisc lines are plotted in graph below:
1

N+2ym |0

0« rad bt ¢ Py
T /2 3 4 s &7 8 90 1o~
The feasible region Is given by OADCDE.

The value of the objective function at cach of these
extreme polnts is as follows:

Extreme Polat| Coordlinates | Objectlve Function Value
7 a2y 42y
[0) ~(0,0) 2x0+2x0=0
A (1,0) 2x 1 +2x0=2
1] (3, 1) 2x3+2x1=?
C (4,2) 2xd4+2x2=l0
D (2,4) 2x2+2xd=l
n (0, 5) 2x0+1x5=5

The maximum vnlue of the objective function Z = 10
occurs at the extreme point C(4, 2). Hence optimal
solution to the given LP problem is:

=4, x3=2,MuxZ=10

Example 9: A firm manufactures two products A and B
on which the profits eamed per unit are T 3 and 4
respectively. Each product is processed on two machines
M, und M;. Product A requires one minute of processing
time on machine M; nnd two minutes on M;, while B
requires one minute on M; and one minute on M,.
Machine M, is available for not more than 7 hours 30
minutes while machine M, is available for 10 hours during
any working day. Formulate this as linear programming
problem so as to maximize the total profit and solve by
graphical method.

Solution: Let the firm decide to manufacture x, units of
product A and x; units of product B. To produce these units
of products A and B, it requires x; + x; hours of processing
time on M, 2x, + X2 hours of processing time on M;. But
the availability of these two machines M; and M, are 450
minutes (7 hours and 30 minutes) and 600 minutes (10
hours), respectively, therefore the constraints are:

X +x;5450

2x; +x3 5600

X1, X2 20

Since the profit from product A is ¥ 3 per unit and from
product B is T 4 per unit the total profit is T 3x; + 4x,.
The objective is to maximize the profit ¥3x; + 4x,.
Hence, the LPP is:

Maximise Z=3x, +4x;
Subject to: X +Xx35450
2x +x2 S 600

X1 x;ZO
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For the purpose of plotting the above equation on the
graph, onc convents the inequalities into equalities and find
out the point of line:

X|+11=450 ..._.“)
2x; + x3= 600 e 2)
Point | Palnt 11
X +411=450 l|=0.l1=450 ll=OL1|=450
2%+ X3 =600 | x;=0,%;=2600 | x;=0, x;, =300

All these lines are plotted in graph below:

Bourdad Feauble Region

150 1 1, +n;=450
50 +
Nt 1,
O| so 100 150 200 250 300 150 400 450 SO

The feasible region is given by OABC.

The values of the objective function at each of these
extreme points are as follows:

Extreme Points | Coordinates Value of Objective
Function
Z=3x,+4dx;
0 (0.0) 0
A (300, 0) 900
B (150. 300) 1,650
C (0, 450) 1,800

Since the problem is of maximisation and the maximum
value of Z is attained at a single vertex, hence this problem
has a unique optimal solution. The optimal solution is x; =
0, x =450 and maximum value of Z = 1800.

Example 10: A carpenter makes two products, chair and
tables. The manufacturing of these two products is done
on two machines A and B. A chair requires two hcurs on
machine A and six hours on machine B. A table requires
five hours on machine A and three hours on machine B.

Profits from a chair is 220 and from table is ¥50. Machine
A is available for 50 hours and machine B is available for
54 hours in a week. Solve the problem graphically to
maximise the profit if not more than 9 tables are to be
produced.

Solution: Let consider that the carpenter produces the
following products: X, units of chair and x; units of table.
Itis given that there is a profit of ¥20 on chair and Y50 on
chair. Hence, Total Profit Z = 20x, + 50x;



MBA Second Scmester (Quantitative Tech

M
—

For Machine A

The machine A requires 2 hours 10 produce one chair.

Thus. total hours required for making x; chairs is 2x;
hours. In the same way. machine A requires 5 hours for
making onc table. So the total hours needed for making Xz
tables is Sx» hours. But the total machine hours for
machine A is S0.

Hence, 2x; + 5x; <50

For Machine B

Machine B requires 6 hours for producing one chair. For
producing x; chairs, the total hours required is 6x, hours.
In the same way, machine B requires 3 hours for making
one table. Hence for producing x» table, the total hours
needed is 3x; hours. But the total machine hours for

machine B is 54.
Hence, 6x,+3x;<54 .. 2)

As chairs and tables can never be negative, so x; 2 0 and
X2 =>0.
Hence the LPP is defined as:

eeene(1)

Max Z = 20x, + 50x;

Subject to 2x, + 5x, <50
6x, + 3x; < 54

and x; 20, x;2 0

For the purpose of plotting the above equation on the
graph we convert inequalities into equalitics and find out
the point of line.

2x; + 5x, =50 eeee(3)
6x; + 3x, =54 eeenn(d)
Polnt I Polint II
2x; + 5%, =50 | x;,=0.x,=10 x;=25,.%x;=0
6x,+3x;=54 | x,=0.%x,=18 | x;,=9.x2=0

All these lines are plotted in graph below:

6x; +3x; =54

2%y + Sx; =50

0O 2 4 6 8 10 12 14 *
The fecasible region is given by OABC. The values of
objective function at each of these extreme points are as
follows:

16 18 20 22 24 26
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J—
rdinates | Objective Function Value
mﬂ Coo o, = 0,
—o | (0.0 0
——-—"'—‘A (9. 0) 180
B (5.8) 500
C (0, 10) 500

Since according to the question, table should not be more
than 9, hence the optimal solution:
x;=5.x2=8, Max Z = 500.

Example 11: Solve the following LPP graphical method.
Maximum z=X3+ X2
Subject to, x;—%x220
3x;+ X223
And Xy, X2. 20

the equation on the

Solution: For the purpose of plotting )
s into equation and

graph, we have to convert inequalitic
find-out the point of line:

Point 1
x;,=0.%x,=0
X = 0,.x,= 3

Point II
x;=0.x;=0
x;=—1,%x=0

x,—%X3=0
—3x, +x2=3

All these lines are plotted on the following figure:

=3+ x3=3

x;—x2=0

B (-1.0)
_.l' n ]
0(0,0)
C(-1.5.-15)

There are three extreme points as follows:

Extreme Points | Coordinates | Objective Function Valuc
Z=X; 4+ X3
(o] (0, 0) 0
A (0, 3) 3
B (=1,0) -1

The maximum value of the objective function z = 3 occurs
at the extreme points (0, 3). Hence the optimal solution to
the given LPPis x, =0, x;=3,z=3.

Example 12: Old hen can be bought at ¥2 each and young
ones at T5 cach. The old hens lay 3 eggs per week and the
young ones lay 5 eggs per week. Each egg being worth 30
paise. A hen costs ¥ per week to feed. Mr. X has only
%80 to spend for hens.

How many of each kind should Mr. X buy to give a profit
of atleast X6 per week? Assuming that Mr. X cannot house
more than 20 hens. Solve the LPP graphically.

Solution: Let suppose Mr. X purchases x, old hens and x2
hens. As old hens lay 3 eggs per week and the young ones
lay 5 cggs per week, the total number of eggs Mr. X have
per week is 3x; + 5x;. Thus, each egg have 30 paise, total
incowae per week is 0.3 (3x, + Sx,).

Also, the costs for feeding (x; + x) hens, at the rate of ¥l
per hen per week = T (x; + X3).
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Thus, the total profit camed per week is shown below:
Z =03 (3x; + 5x3) - (x; + x1) = 0.5x; - 0.1x,

The price of one old hen is T2 and one young hen is I5.
Mr. X have only Y80 to spend for hens, hence:
2x; + 5x, < 80

Since Mr. X cannot house more than 20 hers, hence:
x+y<20

As Lhe number of old ones or young ones, can never be
negative. Therefore, x>0and y >0

Thus the LPP formulated for the given problem is:
Maximise Z=0.5y - 0.1x
Subject to the constraints 2x + Sy < 80
x+ys20
and x=>0,y=>0.

For the purpose of plotting the above equation on the
graph we convert inequalities into equalities and find out
the point of line.

2x+5y=8 .. (1)-
x+y=20 ... (2)
Hence points of intersection of lines are as below:
Point I Point I1
2x+5y=80 | x=0,y=16 | y=0.x=40
x+y=20 x=0,y=20 | y=0,x=20

All these lines are plotted in graph below:

— ‘l
12 16 20004 28 32 36 40 ~~

The feasible region is given by OBEC. The value of the
objective function at each of these extreme points is as
follows:

oo 4 8

Extreme | Coordinates Value of the Objective
Points Function Z =05y -0.1x
0] (0,0) 05x0-0.1x0=0
B (0, 16) 05x16-0.1x0=8
E .
2040} 1p5x2_gx 26
3°3 3 3
C (20, 0) 05x0-0.1x20=-2

Thus, the maximum value of Z is 8 and is attained when x
=0and y = 16. .
1.4.4. Minimisation

Programming Problem
Example 13: Solve graphically the following LPP:

Linear

Minimise Z=40x + 30y
Subject to contraints,
2x +6y29
4x+y26

x,y20
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Solution: For the purpose of plotting the above equation
on the graph, we convert incqualities into equalities and
find-out the point of line:

2x +6y=9 (1)
4x+y=0 —A(2)
Point 1 Point IT
2x+6y=9 | x=0,y=15] y=0.x=45
4x+y=6 | x=0.y=6 |y=0.x=15
All these lines are plotted in graph below:
y
4 Aw0.6) drey=s
s e TE
557 Ucbounded
5] fe==ible repion

L
05 1 15 2 25 3 35 4 45 5

The region is unbounded upwards and to the right of ABC
and is shown in shaded area in the figure abave.

The values of the objective function at each of these
extreme points are as follows:

Extreme Polnts | Coordinates | ObJective Function Valoe
Z = 40x + 30y
A (0, 6) 180
B 27 12 27 12 900
—,— —(40)+—(30) =—
(zz'n) S RRTAC T
C (45,0 180

The minimum value of the objective function Z = %glq.

' 2
occurs at the extreme points -Zl.l—' . So, the optimal
2211

solution to the given LP problem is:

X= %.y= :—21 and minimum value of Z = ?%=8L82

Example 14: A farmer is engaged in breeding pigs. The
pigs are fed on various products grown on the farm.
Because of the need to ensure nutrient constituents, it is
necessary to buy additional one or two products, which we
shall call A and B.

The nutrient constituents (vitamins and proteins) in each

of the product are given below:
Nutrient Nutrient in the Minlmum
Counstituents Product Requlrement of
A B  [Nntrient Constituents
X 36 06 108
Y 3 12 036
Z 20 10 100




=8

MIET

IHEII_‘;_'I':ILE

Quantitative Techniques for Decision Making) Auc

24 MBA Second Semester (
Product A costs 220 per unit and product B costs 340 per unit. Ex_n{ngle 15: Solv; ih; xfo:l_uz\:mg LPP
Determine how m.t-mh of products A and B must be pu:c‘hnscd Mm.umsc: r = . x|~ S 1(;
s0 as to provide the pigs nutrients not less than .I.hc minimum Subject to: X .2 y )
required. at the Jowest possible cost. Solve graphically. X1 : :: 2 ,lz

X Al '
Solution: Mathematical formulation of the above: x: w20

(Cost function)

Minimise Z =20x, +40x;
Subject  to  36x,+6x; 2108 )
Constraints: Ix, +12x, 236 (Nutrient
! 2 constraints)
20x, +10x, 2100
and X1.x320 (Non-negativity)

For the purpose of plotting the above equations on the
graph, we convert inequalities into equalities and find out

the point of line.

36x; +6x, =108 ween(D)
Ix, + 12X1=36 ..... (2)
20x; + 10x, = 100 —ea(3)
Point I Point I
36x, + 6x, = 108 x,=0,x,=18 | x=0,x,=3
31|+1211=36 X|=0.X:=3 1120. X|=I.2

201,4-!0:(;:100 x;=0.x;=10 Xg=0.1|=5

All these lines are plotted in graph below.

‘!k: Unbounded Feasible region
20 e E /——--—---
180 AW©.18) | -}

MO !

N

16 7
14 36%,460:=108

1
ol 00,4 100,210 | |
10 e S !
£ 1
€] @EE:EQ;_';
o
2 " os Lt S {

oiiéslbnum

Since each of them happened to be greater than or equal to
type, constraints the two points X, X satisfying them all
will lie in the region that falls towards right of each of these
lines. The region is unbounded upwards and to the right of
ABCD and is shown in shaded area in the figure above.
The value of the objective function at each of these
extreme points is as follows:

Value of Objective
Corner Polnt|Coordinates Functions
Z = 20x, + 40x;
A 0,18 720
B 2,6 280
C 4,2 160
D 12,0 240

Here, one find that minimum cost of Y160 is at point C(4, 2).
SO, x|=4.xz=2,2=160

Thus, the optimum product mix is to purchase 4 units of
product A and 2 units of product B in order to maintain

—i\ '+ minimum costs of T160.

ting the above equation

Solution: For the purpose of plot : e
es into equalities and

on the graph, we convert inequaliti

find-out the point of line:

S5x,+xe=10 (1)

X+ Xz=6 .....(2)

Xy +4x3= 12 3)

Point 1 Point II

Sxy+X3=10 x,=0,x;=10 x,=0.x,=2
x, +x;=6 x;=0,%=6 x,=0.% =6
X;+4x2=12 x;=0,x;=3 x-=0,x=12

All these lines are plotted in graph below:
X1

Xi+4n,=12

D(12.0)

| 2 3 4 5 & 78 9100 12
The region is unbounded upwards and to the right of ABC
and is shown in shaded area in the figure above. The
value of the objective function at each of these extreme

points is as follows:

Extreme Point Coordinates | Objective Function Value
(X1, X2) x=3x; + 2x;
A (0, 10) 3(0) + 2(10) =20
B(l.5) 31y +2(5)=13
C4.2) IN+22)=16
D (12,0) 3(12) + 2(0) = 36

The minimum value of objective function z = 13 occurs at
the extreme point (1, 5). Hence, the optimal solution to the
given LP problem is: x)=1, x,=5 and min z = 13.

Example 16: A Sport Club is interested in deciding a mix
of two types of balanced foods for its players in such a
way that the cost of food per player is minimum and it
contains atleast 8 units of vitamin A and 10 units of
vitamin C. First type of food contains 2 units of vitamin A
per kg and 1 unit of vitamin C per kg.

Second type of food contains 1 unit of vitamin A per kg
and 2 units of vitamin C per kg. Cost of first type of food
is T 50 per kg and of second type of food is T 70 per kg.
Formulate above problem to determine how much of food
of type first and second should be served to each player.



Introduction to Linear Programming (Unit 1) -

Solution: From the above, data the following table can be
derived:

Food Vitamin A| Vitamin C [Cost Per kg.
1 2 I 50
2 | 2 70
Minimum Requirement 8 10

The mathematical formulation of the problem is as under:
Min. Z =50x + 70y
Subject to 2x+y28;x+2y210andx,y20

For the purpose of plotting the above equation on the
gruph, we convert inequalities into equation and find out
the point of line.

Point I Point I1
2x+y=8 x=0,y=8 x=4,y=0
x+2y=10 | x=0,y=5 x=10,y=0

The feasible region is given by ABC.
YA
A (0,8) On x-axis : lem= |
8 On y-axis : lem = |

(10,0)

>

L1 1 1 1 1 L

|
4 5 6 7 8910

The values of objective function at each of these extreme
points are as follows:

o 1 2 3

Extreme Coordinates Objective
Polnts Function Value
(z=50x + 70y)
A(0, 8) 0, 8) 560
B(2, 4) (2,4) 380
C(10, 0) (10,0) 500

The minimum value of the objective function Z = 380
occurs at extreme point (2, 4).

Hence the optimal solution to the given problem is:
First type food = 2kg, Second type food = 4kg

Example 17: Find the minimum value of:
Z=5x-2x;

Subject to 2x; + 3x22 1,

where x; >0and x, > 0.

Solution: The solution space satisfying the given
constraint and meeting the non-negativity restrictions x;
> 0 and x; 2 0 is shown illustrated in figure 1.5. Any
point in the shaded region is a feasible solution to the
above problem.
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Fligure 1S

The coordinates of the two vertices of the unbounded
convex region are shown below:

os) (30

Values of the objective function Z = 5x; — 2x; at these
vertices are shown below:
2 5
Z(A)=—,Z(B)=—.
(A) 3 (B) 2
Since the minimum value of Z is =2/3, which occurs at the
vertex A(0, 1/3), the solution to the given problem is
1 2

X1 =03 =2 Zmin = =3

Example 18: Solve the following lincar programming

problems graphically:
Minimise z2=3x; +2x;
Subject to 8x;+x;>8
- 2x;+x;26
+X2 6
X+ 612 >8
X, %220

Solution: For the purpose of plotting the above equation
on the graph, we convert inequalities into equalitics and
find-out the point of line:

8x1+x:=8 ’._(l)
2%, +x2=6 .
X +X2=6 _._(J)
X, +6x;=8 e
Palnt [ Point I1
3&"‘:53 I|=0.l~=ﬂ x=0, x;=I
2, +x;=6 | x;=0.x=6 x-=0.x,=3
X, +X.=6 | x;=0 .x,=6 |x=0.%=6
X +6x,=8 l|=0.1v=4,3 11-_-0.![:8

All these lines are plotted in graph below:



26

3

-~
> X

(l‘n t

().Q)f

D'(8.0)

S

The region is unbounded upwards and to the right of
ABCD and is shown in shaded area in the figure.

The value of the objective function at each of these

extreme points is as follows:

Extreme Points | Coordinates | Objective Function Value
Z.= 3![ + hl
A (0.8) 3(0)+2(8)=16
5 22) {2){2)-%
77 7 7)1
28 2 28), (2)_88
c (?? J(?)”[EJ‘ 5
D (8.0) 3(8)+2(0)=24

86

The minimum value of the objective function Z = e

40

occurs at the extreme points B(;T) So, the optimal

solution to the given LP problem is:

=2
7.

40
Xy

X2 = 7 and minimum value of Z =

86

1.4.5. Mixed Constraints Linear

Programming Problem
Example 19: Use the graphical method to solve the

following LP problem:

Minimise Z =20x; + 10x,

Subjected 1o, X +2x;£40
3x;+x3230

4x, + 3x, 260 and

x;,x:20
Solution: For the purpose of plotting the above equations
on the graph, we convent inequalities into equalities and
find out the point of line.
X +2x;=40 ... (1)
Ix; +x2=30 -(2)
4x, + 3X1 =60 (3)
Point I Polnt I1
x+2x;=40 | x;,=0,%x;=20 | x,=0,x,=40
Ix; +x;=30 x=0,%x;,=30 11=0.l|=[0
4%, +3x,=60 | x,=0,%,=20 | x,=0.x,=15

e |
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MU oe0n

d Semester (Quantitative Techni

All these lines are plotied in figure below:
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314\
0 7 D (40.0)
ll'.‘lllB'"-)
15 T
3o
B e e — —
1 | Feasible
x region \
15 AT
4l|+311=60
10 7
37 D(6. 12 X+ xv=30
1 | 1 —

0 s 10 15 20

The feasible region is given by ABCD.

The value of the objective function at each of these

extreme points is as follows:

Extreme | Coordinates | Objective Function Value
Points (xy, X3) Z =20x; +10x;
A (15.0) 300 .
B (40, 0) 800
c (4. 18) 260
D (6, 12) 240

The minimum value of the objective function Z = 240
occurs at the extreme point D (6, 12). Hence the optimal

solution to the given LP problem is:

x=6,x;=12and MinZ=240
Example 20: Using graphical method. find the maximum

value of:
Maximise Z =7x + 10y
Subject to, x + y < 30000
y < 12000
x 26000
x2yandx,y20

Solution: For the purpose of plotting the

above equations

on the graph, we convert inequalities into equalities and

find out the point of line.
x+y=30000 weene(1)
y = 12000 sl 2)
x = 6000 sissl3)
Point I Point IT
x+y=30000 | x=0,y=30000 | y=0, x=230000
All these lines are plotted in graph below:
)
30000 F(0- 30000
\/"x:ﬁOOO
24000 T
=
18000 T
vz 12000
i D(|2000 12 18000120001 4
6000t E (6000 + v =30000
| A(6000, 0) |
o —— ' ; £30000. 0)
6000 12000 18000 24000 30000 X
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The feasible reglon is glven by ABCDE. The value of
the objective function nt ench of these extreme points is
as follows:

Extreme | Coordinntes ObJective Function Value
Points (x, y) Z=Tx+ 10y
A (6000, 1)) 42000
B (30000, 0) 210000
C (18000, 1200) 246000
D (12000, 12000) 204000
E (6000, (000) 102000

The maximum value of the objective function Z = 246000
occurs nt the extreme point D (18000, 12000).

Example 21: Solve the following LPP graphically;
Minimisc Z = 3x + 2y;
Subjecttox -y <1,
x+y23
andx,y 20
Solution: In order to draw thc above equation on the

graph, we first convert the inequalities into equalities and
then determine the point of line as follows:

x-y=1 (1)

x+y=3 —(2)
Equations of Lines Point T Point TT
x-y=1 x=0,y=-1| y=0,x=1
x+y=3 x=0,y=3 | y=0,x=3

The above two lines are drawn on the graph as shown in
figure 1.6:

T ‘}
aNA (0,3)

‘v

Figure 1.6

At every extreme point, the value of the objective function
can be calculated as follows:

Extreme | Coordinates | Objective Function Value
Points (x, ) Z=3x+2y
A (0, 3) 3(0) + 2(3) = 6(min)
B 2. 1) 3D+2()=8

From the above table, it is shown that minimum value of Z
= 6 which occurs at the point A(0, 3).

Thus we have the following optimum solution for the
given LP problem:
x=0,y=3and minZ=6

Example 22: Solve the following LPP using graphical
method:
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Maximise z = [00x, + 80x,
Subject to 5x, + 10x; 5 50
8x, +2x;2 16
3!.-21;26nmlx|.x120

Solutlon: For the purpose of plotting the above equation
on the graph onc convert inequalities into equalities and
find out the point of line.

5x;+ 10x; =50 —(1)
8x, 4"211 =16 .....(2)
3x;—2x;=6 (3)

Point I Point 11
5!1*'0‘550 11=D-l‘=5 ll=ln,lr=0
Bxy +22,=16 4=01x.=8 | xy=2 1.=0
Ix; =22, =6 =0,2,==3 | x,=2.2,=0

All these lines are plotted in figure 1.7:

- T2 x
14\34567391?1“'
Figure 1.7: Graphical Method

The feasible region is given by ABC. The value of the
objective function at each of these extreme points is as
follows:

Extreme Coordinates | Objective Function Valoe
Point Z = 100x, + BOx,
A (2.0) 100 x 2 + 80 x 0= 200
B (10,0) 100 x 10 + 80 x 0 = 1000
C (4.3) 100 x4 +80x3 =641

The z value is maximum for the comer point B. Hence, the
corresponding solution is: x; =10,x, =0, z (optimum)
= 1000.

Example 23: A company manufactures animal feed must
produce 500kgs of a mixture daily. The mixture consists
of two ingredients F; and F,. Ingredient F, costs ¥ 5 per
kg. and ingredient F, costs ¥ 8 per kg. Nutrient
considerations dictate that the feed contains not more than
400kgs of F, and a minimum of 200kgs of F; Formulate
the LPP and find the quantity of each ingredient used to
minimize costL

Solution: Let us assume that we have:
xy = No. of units of ingredieat F,
X2 = No. of units of ingredient F;

Objective function:

Min Z =5x;+ 8x;

Subject to constraints, X; +x2=500
X <400
X2 200
X220
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For the purpose of plotting the ubovc_v.:quation on the
graph we convert inequalities into cqualities and find out
the point of line.

X, + X3 =500
= 400
3= 200
' , Point | Polnt I
X, +X:=500 | x,=0,x;=500 | x,=500,x3=0
All the lines are plotted in graph below.
T4 N —
. xy+xy =500 1_* x, =400
SOOTAB(0, 500)
md
3007
X3= 200
200 <
A (300, zm\
1007 \
0 100 200 300 400 500 1=
Two extreme points are as below:
Extreme Coordinntes | Objective Function Value
Points Z =5x; + Bx,
A (300, 200) 1500 + 1600 = 3100
! B (0, 500) 0 + 4000 = 4000

The minimum value of the objective function Z = 3100,
occurs at the extreme points (300, 200). So the optimal
solution 1o the given problem is:

x, = 300, x; = 200 and Min Z = 3100

Example 24: Use the graphical method to solve the
following LP problem.
Maximize Z = 2x,43x,
Subject to the constraints
X+ Xx:< 30
X3 23
0< X2 < 12
Xy <20
X —X22 0
Solution: Let us consider that every equation is in a linear

equation. Then use inequality condition of each constraint
to make Lhc'l feasible region as shown in figure 1.8.

A
40
X+ l;=30
30 Feasible
Region e X,-X;3=0
=2
20 - X 0
D (18, 12)
10 - (20.10) n=l2
A3 BX3 X;=3

0 fo 2 do b sb "
Figure 1.B: Graphical Solution of LP Problem
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The coordinates of
region are: A= (3,3
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the extreme points of the feasible
) B= (20. 3), C= (20.[0). D= (18,

12) and E = (12,12).

The value of the objective function at each of these

extreme points is as follows:

Extreme | Coordinates Objective function value
Polnt (X1 X2) 7=2x;+ 3%,
A (3.3) 20 +3D=15
B (20.3) 20200 +3(3) =49
C (20,10) 2(20) + 3(10)=70
D (18,12) 2018) +3(12) =72
E (12,12) 2(12)+3(12)=60

The maximum value of the objective function Z=72 occurs
at the extreme point D (18, 12). Hence, the optimal solution
to the given LP problem is: x, =18, X2 = 12and Max Z = 72.

1.4.6. Limitations of Graphical Method

1) Linear Relationship: Graphical method is applicable
only when the objective functions and constraints are
linear functions. But in real-life problems, this method
cannot be applied as both objective functions and
constraints are not in linear form.

2) CoefTicients are Constraints: Since all the coefficients
arc constraints and defined with certainty in linear
programming model, hence it is not efficient method.

3) Fractional Solutions: Many times there is a rounding
off problem because solution is in fractions.

4) Not a Powerful Tool: This method is only useful for
two variable problems. But in practical problems,
there are more than two variables. Therefore this
method is not a powerful tool.

14.7. Special Cases in Graphical

Solution to LPP
There are some linear programming’s problems which do
not have unique optimal solutions. These are illustrated in
figure below:

[ Spectal Cases In Graphical Solution to LPP

Alternative Optimum Solutions

Unbounded Solutions

Infeasible Solutions

1.4.7.1.  Alternative Optimum Solutions

The solution to a linear programming problem shall
always be unique if the slope of the objective function is
different from the slopes of the constraints. In case the
objective function has slope which is same as that of a
constraint, then multiple optimal solutions might be exist.

Example 25: Solve the LPP by graphical method.

Maximize Z = 100x, + 40x,
Subject to 5x; + 2x, <1000
Ix + 2x; £900
X +2x; €500
and X1 +x;20

|
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Solution: For the purpose of plotting the above cg_ua(ions
on the graph, we convert incqualities into equalitics and
find out the point of line.

5K| +2!;= 1000 ....-([)
Ix; + 2x; =900 een(2)
X +2X;=500 ..... (3)

Polnt 1 Polnt 11
x;+2%,=40 | x,=0,x,=20 x;=0,%, =40
Ix;+x;=30 x,=0,x,=30 !1=0-xl=ln
4!|4’312=60 xl=0,ls=20 XI=0.11=|5

All these lines are plotted in figure below:
b €]

4

50
N

41 “Feasible

X1+ 28;=500
° ! Rtglﬂ'.' ‘ ! 1
s T —~ ' — e )
0.0P 100 200A 30\ 400 500 600
Sx)+2x;=1000 3"'"’2—1:=900

The feasible region is given by OABC. The value of the
objective function at each of these extreme points is
as follows:

Extreme | Coordinates | Objective Function Value
Points (xy, X3) Z = 100x; + 40x;
(o) (0.0) 0
A (200, 0) 20,000 (Max)
B (125, 187.5) 20,000 (Max)
C (0, 250) 10,000

. The maximum value of Z occurs at two vertices A and B

Since there are infinite number of points on the line joining A
and B gives the same maximum value of Z. Thus, there are
infinite numbers of optimal solutions for the LPP.

Example 26: Solve the following problem graphically:

Maximise Z=-%%2x;

Subject to X|—X3S-1
-0.5x;+x;,€2
X1y x220

Solution: The right hand side of first constraint is
negative. Multiplying both sides of the constraint by — 1, it
takes the following form;

—X|+X12|

MIET 2
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All these lines arc plotted in figure 1.9.

0 a2 A

Figure 1.9

Values of the objeciive function at the vertices of the
closed region ABC are as follows:

Extreme Point (Vertex) | Coordinates Valueof Z
A 0.1 2
B (0, 2) 4
C (2.3) 4

Thus both points B and C give the same maximum value
of Z = 4. It follows that every point between B and C on
the line BC also gives same value of Z. Therefore, the
problem has multiple optimal solutions and Z—, = 4.

1.4.7.2. Unbounded Solutions

The solution is said to be unbounded when the value of
decision variables in linear programming can increase
infinitely without violating the feasibility condition.
Though, the value of the objective function can be
increased infinitely, the unbounded feasible region may
yield some definite value.

Example 27: Using graphical method to solve the
following LPP:
Maximize Z=4x;+5x;

Subject to constraints,
X +xz21
—2!. +x:<1
4X| - 2!1 21
and X1y K220

Solution: For the purpose of plotting the above equations
on the graph, we convert inequalities into equalities and
find out the point of line.

For the purpose of plotting the above equations on the X +x2=1 |
graph, we convert inequalities into equalities and find out -2x;+x2= 1 eeeel(2)
the point of line, 4x, - 2x;=1 e(3)
-x+x;=1
-0.5x; +x;=2 Point I Point I1
Point I Point I1 Xi+xi=1 x=0,x=1 x2=0.x, =1
-x+x=1 x=0,x;=1 x;=0,x;,=-1 —2X|+Xz=l K|=0.XJ=| X]=0.Xj=-'”2
=0.5x, +%;=2 =0.x=2 =0x=-4 4x,-2x;=1 | x, =0, x,=-12 x:=0,x,= 1M
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All these lines are plotted in figure below:

Unbounded Solution
N Reglon

—

c(nr, 1)

x
A(LOD)

F(m.n)l

l|¢lg=|

/ E(0,-12)

The shaded area above the points C and B indicate the
feasible region. However, it is unbounded on the upper side.
Since the feasible region is unbounded, it is not possible to
indicate the optimal solution though one may exist.

Example 28: Use the graphical method to solve the
following LP problem:

Maximise Z = 3x; + 4x»

subject to the constraints

X —Xx;=-1;

X1+ x2<0;and

X, Xa2 0.

Solation: Plot on graph each constraint by first treating it
as a linear equation. Then use the inequality condition of
each constraint to mark the feasible region as shown in
figure 1.10.

X7 x—-x=-1
-X; +X3=0
|
J
A J Unbounded
feasible region
15 ‘
LT
0 2 Xi

Figure 1.10: Unbounded Soluation

From the above figure, it is given that there exist an
infinite number of points in the convex region for which
for which the value of the objective function increase as
we move from extreme point (origin), to the right. That is,
both the variables x; and x» can be made arbitrarily large
and the value of objective function Z is also increased.
Thus, the problem has an unbound solution.

1.4.73. Infeasible Solution

LP problem is said to have an infeasible or inconsistent
solution if a feasible solution that satisfies all the
constraints is not found. Infeasibility of solution has no
relation with the objective function and is solely
dependent on the constraints.

MHET «d Semester (Quantitative Techniques for Decision Making) AUC
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Example 29: Solve the following Ll;P. .
Maximise " 1 xxl lez
j the constraints 1+x2
Subject to the ey s o
X X2 20
Solution: For the purpose of plotting t.he above cquation
on the graph, we convert inequalities into equalities and
find out the point of line. (|)
Xi+x=1 .....(2)
=3x; +x:= 3 P
Point I Point I
X|+X9=1 X|=0.Xz=| X1=0.I|=1
—3x; +x:=13 xy =0, x=3 xs=0,x,=-1

All these lines are plotted in graph below:

&
7—3;&. +x:=1

3

-/ 0 | ;'! :; Xy
There being no point (X, X;) common to both the shaded

regions. We cannot find a feasible region for this problem.
So the problem cannot be solved. Hence, the problem has

no feasible solution.

Example 30: Maximise Z = 3x + 2y
Subjectto —2x+3y<9;

3x -2y <-20;

x,y20

Solution: For the purpose of plotting the above eguation
on the graph, we convert inequalities into equalities and
find out the point of line.

“2x+3y=9 . (¢))
Ix=-2y=-20 e (2)
Point I Point IT
2x+3y=9 | x=0,y=3 | y=0,x=-45
3x—2y=-20 | x;=0,y=10 | y=0.x=-20/3
All these lines are plotted in graph below:
y$ 3x-2y<-20
“2x43y=<9
201
ISt

10

A

X 20 <1510 SN0 5
Figure 1.11

There is no point (x, y) common to both the shaded
regions of first quadrant as shaded regions do not overlap.
The problem cannot be solved graphically, ie., the
feasible solution to the problem does not exist or the
problem has infeasible solution.

10 15 20 x
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1.5. SIMPLEX METHOD

1.5.1. Introduction

For solving a linear programming problem which involves
two or more variables, simplex method can be used. It is
an iterative method and is based on the assumption of

obtaining an optimal solution to the problem by the
extrcme point of the feasible region.

1.5.2.  Principles of Simplex Method

1) Simplex method is based on the assumption of
obtaining an optimum solution to LPP by the extreme
point of the feasible region.

2) Itis an iterative process for searching a better corner

point until the value of objective function is improved
by shifting to another comer.

1.5.3. Steps of Simplex Method

The steps involved in simplex method are as follows:

Step 1) First the linear programming problem is
formulated. ’

Step 2) Initial -simplex table with slack variables in
maximisation solution is set-up.

Step ¥) Inclusion of decision variables is determined.

Step4) The . variables that are to be replaced are
determined. ;

Step 5) Then the new raw values for new variables are
calculated.

Step 6) Next, the remaining rows are revised.

Until an optimum solution is reached, steps 3 (0 6 are to be

repeated.

1.54. Slack, Surplus and Artificial
Variables

In Simplex Method, the inequalities with < or > signs are
changed to equalities using slack, surplus and artificial
variables. Let us understand these variables:

Table 1.1
Types of Extra Coeflicient of | Presence
Constraint | Variable to Extra of
be Added Variablesin | Variables
Objective in Initial
Function Solution
Max | Min
Zz Z
Less than Add only 0 0 Yes
orequalto | slack
(<) variable
Greater Subtract 0 0 No
than or surplus
equal to variableand | - M | +M Yes
> . add
Artificial
variable
Equal to Add only -M | +M Yes
(=) artificial
variable

Comparison between Slack, Surplus and Artificial
Variables
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1) _Slack Variables: Slack variables conven <
incqualities into equality. For example,
Jx+1y<b
can be redefined as, ax +3,y +5;,=b,

Here, S is the slack variable.
Slack variable = Total resource - Used
resource

Slack variables are the unallocated portion of the
given limited rcsources and are non-negative in
nature. These variables hclp in a more detailed
economic understanding of the solution.

2) Surplus Variables: Surplus variables convent >
inequalitics into equalities. For example,
X +2,Y2b,

can be redefined as, axx +ay—-5S;=b;

Here, S; is a surplus vanable.
Surplus variable = Production — Requirement

Surplus variables are the additional amount over the
required minimum level and arc also non-negative 1n
nzture.

3) -Arificial Variables and Its Uses: In many cases,
constraints are represented in a combination of<, 2
and = in equations. Sometimes, this problem is not
solved even after introducing surplus variable in the
equation. In such a condition, artificial vaniables are
introduced to arrive at a feasible solution. These
antificial variables do not have any physical idenmrty
and are completely fictitious. Anificial variables are
designated as — M for maximisation problems and +
M for minimisation problems where M per unit is a
very large penalty assigned in objective function.

The summary of extra variables needed to add in the
given Linear Programming Problem to convert it into
standard form is given in table 1.2.

Table 1.2: Comparison of Variables
Particulars Slack Sarplos Anrtificial
Variable Variable Variable
Mean Unused Excess No physical or
Resources of | Amount of | economic
Idle Resources mexning. It is
Resources. utilised. ficutrous.
When to be|'< 2> inoquality | 2" and * =
used inequality constraints
Co-eflident | +1 -1 +1
In the
constraint
Co-eflicient |0 0 + M for
in the minimisation
objective and -M for
function Z maximization
Use as Initial | Used as | Cannot be | [ninally  used
program starting used since unit | but  later  on
variable poim (Initial | matrix eliminated
Table or | condition s
tablean ) not satisfied
Presence In | Helps |- Indicates
the Optimal | interpret idle Infeasible
Table and key Solution
resources
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1.55. Simplex Algorithm

(Maximisation Case) .

The steps for the simplex algorithm for obtaining an

optimal solution to an LPP are as follows:

Step 1: Lincar program is converied into 2 standard form.

Step2: All right-hand side values of the constraints are

checked for non-negativity. In case of a ncgative an}lc. lh_c
comesponding value in equation of the constraints 1S
multiplied by —1 1o get the non-negative values.

Step 3: The incqualities of the constraints are converied
into equalities by using slack or surplus variables. Costs of
these variables are put equal to zero.

Stepd4: An initial solution to the problem is obtained and
is put in first column of the simplex table.

Step 5: Net evolutions A, = Z, - G § = 1, 2,.....n) is
computed by using the relation
Z,—- C‘ =Cg X,——C,.

Examine the Sign

1) If all the net evolutions arc non-negative then it can be
said that the initial basic feasible solution is an
vptimum solution.

2) In case of atleast one negative net evolution, we have
o move to the next step.

Step 6: In case of more than one negative nel evolution,
choose the most ncgative of them. The corresponding
column is called entering column.

1) In the entering column, if all the values are <0, then it
can be said that the solution to the problem is
unboundcd.

2) If atleast one variable has a value > O then it can be
said that the corresponding variable enters the basis.

Step 7: Ratio of Xy/Entering column is computed and the
lowest of these ratios is selected. The row that corresponds
to this lowest or minimum of ratios is known as leaving
row. The common element that is present in both, the
entering column and the leaving row is known as the key
element or pivotal clemenL

Step 8: This key clement is divided by the heading
" element to convert it to unity. All the other elements are
divided using elementary row transformation to convert
them o zeros.

Step 9: The computational procedure in step 5 is repeated
till an optimum solution is reached or an unbounded
solution to the problem is indicated.

Example 31: Solve the following LPP by simplex
method:

Maximise Z =100x + 60y + 40z,
Subjcct 10 contraints

x+y+zs100,

10x + 4y + 5z < 600,

2x + 2y + 6z < 300,
and x20,y20,andz20.

Solution: To coavert it into an equation, we add a slack
variable Sy, S,, and S; on the left hand side to get
x+y+z+5,=100
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10x + 4y 452+ S;=600
2x+2y+6z+S,=300
now be expressed as follows:

The problem AR TH" 00x + 60y + 402 40, + 05 + 08,

Max

i traints
Sub]CCllDCUns x+ y+ 74 S|+051+OS3=100

10x + 4y + 52+ 05, + S; 4+ 0S; =600
2x+2y+6:+0$.+05;+ S;=300

Simplex Table I: Non Optimal Solution

e = L1 | 2 [SiS:]S: | bibla —]

S,To[ 1+ || 1 [1]o[o]i00}100

s;jol 10| 415 011|0]600| 60(Minimum
- Value) 2

sTol 2 [ 26 l0ofo]i]300]130

c, | 100 |60]40]01010

7 0 0 o [0fo0]0

7—c, | 100 | —60|-40] 01040
T

Incoming variable L
Since all value of z — ¢; <0, [max case], Hence 1t is not
optimum solution.

New entry =
(Corresponding valueof key row) X
Old value— (Corresponding value of key column)
Key number
For S, row For S; row
1 |0x% = 0 2 - mxllo - 0
1 - 4><-I'6 = s 2 - 4x|% = 6I5
| - 5le6 -y 6 - 5x1—20 - 5
1 - Oxl—lo- = 1 0 - ox-l% = 0
0 - lxl‘—o - -0 0 - lx% = -5
2
0o - Oxilal = 0 1 - 0><H)-2 = 1
100 - 600)(-16 = 40 300 - 600X-1—6 = 180

Simplex Table II: Non Optimal Solution

Basls | x | v | z Sy S; SJ b[ b[ﬂu
s,/ o] o0|3s|z2l1| - |0]40 66.675 (Minimum
1/10 Value) &
x|100| 1 |25|1/2/ 0]1/10{ O] 60 [ 150
Sy 0| 0|65 5]0]|-1/5]1]180]150
¢ |100/60/40]/0] O | O
z |100/40(50]10{ 10]0
z-¢ | 0| -|l0jO]10]0
20 ]
T
Incoming
variable

Since v_alue of z; — ¢, = - 20 (< 0), [max case], Hence it is
not optimum solution.

New entry
(Corresponding value of key row)x
= Oldvalue- (Corresponding value of key column)
Key number
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For Row x For Row S; . As some of z — ¢; < 0 the current basic feasible
L - 0dd - o = oxbxd = 0 solution is not optimum. z; — ¢ = - 15 is the most
53 s 3 negative value and hence x; enters the basis and the
25 - %,%,23 =0 RS — gx-ﬁ-x% - 0 variable S; leaves the basis.
55
n - —;xéxg = U6 s - lxﬁxi = 4 Simplex Table II: Non Optimal Solution
35 2 2 Basis[ x| w [ x [S)]S:[S|b b/ay
0 - bog =-13 0 - Ix=x= = -2 s(Jolo(13| 3 [-323| 1| - [o]4]n
()25 N m =12(Minlmmum
NO-1qgfs5= ¥ -rs (-—)x—x— = 0 Valoe) -
x 10} 5 3 x115] 11131 1| 258 |o]13[0]8[8nn=24
0 - 0O 0 I - ox8xd =1 S,[0[0] = [-7| - |0] - |1|14[13-13==6
60 - 40<-%)<§ =103 56 35 L 1343 L
B 180 - 40x—x= = 100 c, |15] 6 |9 2 |ojoio0
53 2 [15] 5 [15] 125 [0] 510
Simplex Table ITI: Optimal Solution z—cl0|l-1]16]123/0| 510
Basis X |y z S S 1S b T
y 60 0 1 5/6 s | -1/6] 0 | 20073 Incoming
X 100 1 0 1/6 -23 | 16 | 0 | 1003 variable
5y o 0 130 600 :0 02 g (l] 10 Since z; — ¢; < 0, the solution is not ophmal and therefore,
z 100 1 60 | 2003 | 10073 | 203 [ O x; enters the basis and the basic variable S; leaves the
Z—c, 0 | 0| 160/6| 1003 [203] 0 basis.

Since Aj=1zj—¢;20.

Thus, the optimal solution is x = 100/3, y = 200/3,z=0
Max Z = 100x + 60y + 40z

= lOOx!;E+60x2—gg+ 40x0=3333.33+4000+0
=7333.33

Example 32: Solve the following LPP using simplex method.
Max  Z=15x;+ 6X3+ 9x3 + 2x4
2%+ X3+ 5x3 + 6x4< 20
Ix; + X3+ 3x3+ 25x4< 24
Txy +7X4£70
X1y X2, X3, X< 0

Subject to

Solution: Rewrite the inequality of the constraint into an
equation by adding slack variables S;, S; and S; the
standard form of LPP becomes:

Max Z = 15x; + 6x; + 9x3 + 2x4+ 0S5, + 08, + 0S;
Subject to constraints

2X; + X2+ 5x3+ 6x4+ S, + 08, +0S,=20

3X; + X3 + 3X3 + 25x4+0S, + S;+ 0S;=24

Tx; + 0x3 40x;3 + Txq+ 0S, +0S,;+ S; = 70

Xio X25 X3, X4, S|, Sz, SJZO

The initial basic feasible solution is §; =20, S, =24, S, =70,
(x) = X3 = X3 = x4 = 0 non basic)
The Initial simplex table is given by

Simplex Table ITl: Optimal Solntion

Basis gl u 151818,

X2 6 o|1|9]|-32|3|-=210]12
x 15 [1101-2] 19 |-111(0/3
Sy 0 o|lo|1d]-126) 7 |=7]1 1|42
& 15/619] 2 lololo
2 1561241 93 (31310
o ANEEREEE

Simplex Table I: Non Optimal Solution

Basis| x; [ x3]|X3| X4 S| S;1S:i by byag
s, lo]2]1[s|6]1]0]0]20) 202=10
S;{0]13]|1]3{25/0]1]0|24|24/3 = §(Minimum Value) -
S,|0{7]0|0|7]0]0j1]70] 70/7=10
c; |15|16]9]2]0]010
z, |ojololofol0]O
6 |- |-|-|-10{0]0

15{6]9)2

T

Incoming variable

Since all z; — c; 2 0, the solution is optimal and is given by
MaxZ= 132. X|=4.Iz= 11.13=01(.|=0

Example 33: Find the optimum integer solution to the
following LPP:
Maximise Z = 3X| +Txa
Subject to3x;+4x; < 19
3x;+6x; < 21
X1, Xz nON-negative integers.

Solution: The Initial simplex table is given by table
below:

Simplex Table I: Non-Optimal Solation

Min Ratio
B|G|X| x x; S |S:1| A i‘l’_
X,
Al-M|19 3 4 -1101] 1 19 _19
sy
si[ol2a] 3 e (o|t|o[2a_7
6 2
G 3 7 0|0]|-M
Z M | =M [M[O]|-M
C-2, |3M+3[aM+7T|-M[0] 0

Entering = x;, Departing = §;, Key Element= 6
R, (new) = R; (0ld) + 6 = R (0ld) %
R, (new) = R, (old) — 4R; (new)




Entering = x;, Departing = Ay, Key Element = 1
R| (new) =R, (old)

R; (new) = R; (old) - %R, (new)
Simplex Table ITI: Optimal Solution

B Cb X., x| X3 Sl 51 Al Min Ratlo
wl3s|t[o[-1| 2 ¢t
_? .
o{7[rjof1] 1|1 1
22| 2
C 3|71 0] 0 -M
Z, (37| 13 1
22| 2
G-2, |010] L} 3| p4d
2 2 2

Since all G- Z; <0,
Optimum Solution is arrived with value of variables as:
X = 5. x=1
Maximise Z =22
Example 34: Solve the following LPP:
Maximise z = 10x, + 15x, 4 20x,
Subject to constraints,  2x) +4Xz + 6x; <24

3x, + 9x; + 6x3 <30

X1, X2, X3 20

Solution: To convert above problem into standard form,
we add a slack variable S, and S;. Now we get the

standard form as follows:
Maximise z=10x, + 15x; + 20x; + 0S; + 0S;

2x, +4x3-6x;+ 5, =24
Ix, + 9x;— 6x3+S;= 30

Xy, Xz, X34 S|, and Sz 20

The initial simplex table is shown in table 1.3.
Table 1.3: Non-Optimal Solution

Subject to

Basis | x; | x; | x4 [S;|S; [ by |bjay

S (0] 2 4 6 1|0 |24 | 26/6=4(Min—>)
S, {0] 3 9 6 0} 1 |30] 30/6=5

c 10| 15s|{20(0]0

Z 0 0 0 010

z—-¢ | -10 [ =15 | -20 0]o0

T
Incoming Variable

e\ —
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¢CO
ce, the initial solution is
Simplex Table II: Non-Optimal Solution Since all values l:l’“z’j-é c,issﬂé‘ntgl;ing e and i
imum. Now 1 2 :
Mh;muo PO(OI?:;:? :;linble. The key clement IS 6 as shown in table
S ET R _b- lll'l; The next iteration is shown in table 14.
N ' Table 1.4: Non-0 t_iE]nlStllulion
MR ) : ERE sjsf]bbn
| N o ‘?2,' %:5—» Basls xl 125:11 A
[7]z] L || L %12 1,205—3-130
T ‘ 'f-=7 s, 0] 1 |5 _()__:_L_l_iﬁll:ﬁg]_\ﬁn—»)
2 c | 10 |15 o]0 0l L ——
10
& 3 |7]o] o |-M ’13‘153220-3-0
Lo e 1|7 M) 2pal | 3 >
. 36 2a] 101 5|,1120,
sl CEI Bk IEEG0N
T

Incoming Variable
Since all values of zj— ¢;< .
again not optimum. Now S, is outgoin .
incoming variable. The key element is 1 as shown 1
1.4. The next iteration is shown in table 1.5.
Table 1.5: Optimal Solution

0, hence, the initial solution '!s
g variable and X 18
n table

Bosis | % [ % %S| S by
1 |

x |20 0 |-l 1 3 -5 2

x| 10 ] 1 5 0| -1 6

1
o |w[is]20]0] 0
0

1
4 |iol0f20]0

> 10
49 olislo o —

In table 1.5, since all values of z—¢;2 0, hence we get the
optimal solution. The optimal solution is illustrated as below:
x=6,x=0x;=2andz= 10x6+15%x0+20x2=60
+0+40=100

Hence z(optimum) = 100

Example 35: For a company engaged in the manufacture
of three products X, Y and Z, the available data are given
below. Determine the product mix to maximise the profit.

Operations Time in Hours Total Available
Required per Unitof | Hours per
Manufacturin, Month
X Y |Z
1 1 2 2 200
2 2 1 1 220
3 3 1 2 180
Profit/Units () 10 15 | 8
Minimum saless 10 20 |30
requirements/month
in units

Solution: Let x, y, z denote the number of units produced
per month of products X, Y and Z respectively. Objective
is to maximise the monthly profit.

ie,  maximiseZ=10x+ 15y +8z

Time constraints for the three operations are.
X+2y+22<200
2X+y+2<220
IX+y+2z<180
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Minimum sales requirements give the following constraints:
x210
y=20
2230
Solution of this problem will need introduction of 3 slack, 3
surplus and 3 antificial variables. The problem will involve,
therefore, 12 variables and 6 constraints and will require
sufficient time for solution by simplex method. The time
and effort for solution can be considerably reduced if
variables x, y and z having lower bounds of 10, 20 and 30
respectively are substituted as follows:
x=10+x,
y=20+x;
z=30+x,
Where X, Xz, X3=>0 )
Substituting these values in the model, it takes the form:
Maximise Z=10(10 + x;) + 15(20 + x3) + 8(30 + x3)
= 10x; + 15x; + 8x; + 640
(104 x)) +2 (20 + x3) + 2(30 + x3) £200
2(10 +x)) + (20 + x2) + (30 + x3) < 220
3(10+ x;) + (20 4+ x2) + 2(30 + x3) <200
where x;, X2, x32 0.
or Maximise
Subject to

Subject to,

Z=10x, + |15x; + 8x5 + 640
X+ 2%+ 2x3 <90
2x;+ X3+ x3 2150
IXi+x;+2x3<70
X|,X2, X320
Adding slack variables Sy, S; and S;, we get;
Maximise Z = 10x; + 15x; + 8x3 + 640 + 0S; + 0S, + 0S;
or Maximise
Z' =Z-640=10x; + 15x; + 8x; + 08, + 0S5, + 0S;
Subject to X1 +2%:+2x34 5, =90
2%+ X2+ X3+ S, =150
X + X+ 2%+ 8;=70
Xy, X2, X3, S|, Sz, SJ =0.
Initial basic feasible solution is obtained by setting x; = x,
= x3 = 0. The solution is S, =90, S; = 150, S;=70,Z’ =0.
This solution and further improved solutions are given in
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35
Table II; Non Optimal Solution

Basls| x, | x;, | x [ S |S;18 ] b |b/ay
x| 18] 12 ] 1 IR0l 0 45 90
S, 0| 3R 0 0 |-121] 1 0 105 | 70
S\o|(52)| O 1 |-12] 0 ) 1 25 |10-

[ 10 15 8 0 0|0

z, | 152 15 | 15152 0 | O |z=675 b
o -2 SR 0 -7 |-152] 01 O

T
Incoming variable
Table 111: Optimal Solution

Dasls X X3 X3 Sy S: 5, by
x,[15] O 1 45| 35| 0 |-1/5] 40
5,0 0 0 =¥s|-us) 1 |-3/5] %0
x|10f 1 0 s | =15 0| 2US 10

< 10 15 8 0 0| 0

) 10 15 16 7 0 1 |z=700
ci-z| 0 0o | 8| -7 ]0]-

- Optimal solution is x; = 10, x; =40, x; =0, Z' =700.
Substituting these values,

x =10+ x; = 10 + 10 = 20 units

y =20 + x; = 20 4 40 = 60 units

z=30 +xy=30+ 0 =30 units

Zoa = Z' + 640 = (700 + 640) = T1,340.

- The optimal product mix is to produce 20 units of X,
60 units of Y and 30 units of Z to get the maximum
profit of ¥1,340.

Example 36: Solve the following LPP:

Maximise Z = 1000x, + 4000x, + 5000x%;
Subject to 3x; + 355522
X +2x;+3x3< 14
3x;+2x;< 14
and X, X220.

Solution: The problem can be expressed in standard form as

; imi = S +
the following tables: Maximise Z = 1,000x, + 4,000x; +5,000x; +0S,
Table 1: Non Optimal Solution 0S: +0S.
Basis] x; x2 | % | Si | S:18s ]| b [bvag Subjectto  3x -0;313 +5,=22,
s, Jol 1 2 | 2 1 10|09 |45% X1 +2x3 +3x3+S, = 14,
s.[o] 2 1 | 1 o t]o]li50[150 Ix;+ 2x; + 52 =14,
S:[o] 3 1 2 fofof1]70]70 X1y X2, X3, 541, 83, $3 2 0.
g | 10 ] 15 8 /0]0,60 The initial basic feasible solution is
Z) 0 0 0 0 0 0 |z=0 Xy =Xy=X =0's - SO=14.S =]4.Z=0.
-z 10 ] 15 8]0]0]0 1=%=0 1 =205, 3
T Table 1.6 represents this solution:
Incoming variable
Table 1.6: Initial Basic Feasible Solution
Cy 1000 4000 5000 0 0 Q
Cn Basis X X2 Xy Sl Sx S, b Min Ratio
0 s 3 0 3 | 0 0 2
2
0 s 1 2 (&) 0 l 0 14 143 .
0 ) 3 2 0 0 0 | 14 i
Z 0 0 0 0 0 0 0
c - Z 1000 4000 5000 0 0 0
T

Since ¢;— Z; is positive under some variable columns; initial basic feasible solution is not optimal.
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Performing iteration to get optimal solution results in the following table:

i )
Table 1.7: Second Basic lew'%ﬂfaﬂ—""\
[ 0 0 L ——T b Min Ratio |
G 1000 4000 5000 _,_g,___ ____5;.— R
S, ) S 8
Cl Basis Xy Xy Xy l 0 7
0 5) 2 -2 0 :’ ___:y_,__—--é-—--—-——-—-f"1 %
S000 1 S,
- }é % I AR ey s Y =
0 1 | &
0 Sy 3 Q) 0 g WF—‘_G—__ 70.WA
5,000 {
Z 5.000/3 10.00% L :
- - 0 0 -5,000
B i 2000/ 2000/ A |

T

Further iteration yields the following table: ] .
Table 1.8: Optimal Basic FeasibleSolution

0 S
1 C 1000 (4000 |5000 |0 0 —1 = | b

Cp Basis x) X bS] S, l]——""T'_‘ 22

0 5 0 0 1 S B EE S

s
5,000 X _ % 0 1 0 }oé - }é _
4,000 X3 _ % 1 0 0 }/2

% | 50007 [0 0 0| s/ 1000/ 23,000

Table 1.8 yields the following optimal solution:
l;‘—'0,11= 7. x,:O‘.Z‘:,_,:ZS.(X)O.

1.5.6. Simplex Algorithm (Minimisation Case) of maximisation case
Minimisarion case is converted iato Maximization case by Min Z = — Max (- Z) and all other 5)‘“5’5 ‘hey are considered
are followed as they are similar. Constraints may have 2 and = signs. After ensunng thatall b't; 'basz matrix cannot :,:
the problem. Anificial variable having no physical meaning have to be considered because the

obtzined as an identity matrix in the starting simplex table.

This artificial variable technique is used so that the starting basic feasible solution is achieved and the simplex procedure
as usual is adopted till the optimal solution is obtained (figure 1.12).

Pt the LPP m s—~d=rd form » i frmcshli it
¥
Coastruc the sterting
amplex table
¥
) Compute
Updiaze the oow stmplex table so A =z,—¢,=CpX,— ¢ and cxamine?
3
Find kry elemnest ed obtan the
pew solcton by mamix
cx=sformzaon
Select the row conespondimg to Fird the vector X, entering the bess
= rzso to fiod the vector so that A = min 4,
leaving the besis
Solation c be improved. Corresponding
Cormpate the rztio lnmy@(ﬂ.u_uﬂlh:dmof
(R=b/a) EnieTIng vector
X,<0?

Figure L.12: Flowchart for Simplex Method
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Example 37: Use simplex method to solve the LPP. SfofJoJoJw[1]-z|tin
Minimise Z=x,-3x;+2xy e |-1]3]-2]0] o0olo
Subject to I -x342x,€7 z, 1| 3|25 | 5] 4510

“2x, 445, €12 z-c, Jo|o|1wws|us| a5 |0

—4x +3x,+ 8, £ 10 Since all z;— ¢, 2 0, the solution is optimum.

xlr xz. x] 2 0

Solution: Since the given objective function is of
minimisation we convert it into maximization using Min Z
= - Max (— Z)

Max Z=—X1+3,\2—2KJ
Subject to Constraints
Ix) =X+ 2x3<7;
= 2x; +4x, € 12;

—4x, +3X; +SX)S 10

We rewrite the inequality of the constraints into an
equation by adding slack variables S), Sy Sy and the
standard form of LPP becomes.

Max  Z=-X; +3%;— 2x; + 0S; + 0S; + 0S,
Subject to Constraints

3X|—Xz+2}{3+8|=7;

-2x; +4X1+Sz= 12;

—4x; +3x2+ 8x3+ S;=10

X1y X2, X3, Sl- S:. 83 20

. The initial basic feasible solution is given by §; =7, S;
=12,5;= 10. (xj=X2=X3= 0)

Simplex Table I: Non Optimal Solution

Basis| Xy | x3 [ X3 |§;|S;[Ss|by by ay
s, Jol 3 |[-1]2 [1]0o]0]7 7
S;[0]-2] 4]0 |0o|1]|0]12] 124=3(Minimum
Value) =
S.|o]-41 3 | 8 |ofojfL]lO 103 =333
q |-1]13 |-2]0]0]0
zz |0]0]0|Ofo]oO
z—-c| 1 |-3]1 2 (0]0])0
T
Incoming
variable

Since z; — ¢; < 0 the solution is not optimurn.
Simplex Table I1: Non Optimal Solution

Basis | x; [x]x|8,] S; [Salby b/a,
S,|0] 52 |0|2|1]|1/4(0]10] 4(Minimum Value) =
x» |3]-12|1]0]0f 114 (0]3]|-32
S, l0|-5|0]|8|0-34|1]1|-52
C -1 3|-2j0] 0 |O
z |-3r|3]0]|0[34 (0
-ql-12|0]2]0f{34]0
T

Incoming Vanabie
Since z) — ¢; <0, the solution is not optimum. Improve the
solution by allowing the variable x; to enter into the basis
and the variable S, to leave the basis.

Simplex Table [1I: Optimal Solution

Basis | x | x| X | Si | S [ S| by
g |-1]1]O0[ &5 |[U5]110]0
2| 3]0 |1 ]S | U5S]3M0]0]| S5

4=

». The optimal solution is given by Max Z =11
x;=4,%=5.x3=0
Min Z=-Max(-Z)=-11
Min Z=—“.l|=4.13=5.11=0.

1.5.7. Advantages of Simplex Method

1) Simplex method is used for those problems which
have more than two decision variables.

2) Simplex method is a well-known and easy to use
method. Through this method, ane can easily program
the algorithm on a computer. For computztion. any
function can be quickly included in the program sofrware
by just altering the function evaluation. The method is
time consuming when done manually but is easy and
quick when done with calculators and computers. This
ability of the method to program it on machines has
made it popular in advanced mathematics.

3) Though the method is simple the identification of
errors can be difficult. The simplex method unlike the
graphical method deals with an LPP having more than
two decision variables.

1.5.8. Disadvantages of Simplex Method

1) Simplex method has its limitations when solving LPP.
It is used only in those business situations where a
decimal quantity is appropriate. Also, it can be used
only when more than two variables are used in a
problem. Though this method is very efficient in these
situations, but in real-life situations this method does
not work because there are hundreds of variables.

2) Simplex method is best adapted in a certain LPP only.
This method is used only when the problem is expressed
in a standird form with three conditions. Another
disadvantage is that the values of the constraints must be
non-negative for all variables and must be expressed m =
form, with the RHS value to be positve.

1.5.9. Artificial Variables Technique

in Simplex Method

For solving the LPP there are two methods (figure below)
as follows:

Artificial Variables Technique in
Simplex Method

Big-M/Primal-Penalty Method

Two-phase Simplex Method

159.1. Big-M Method/Primal-Penalty Method
The Big-M Method is a method of removing artificial
variables from the basis. Artificial variables holding no
physical meaning are assigned with variables which are
undesirable for the objective function.
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To minimise the objective function Z, a huge posilive
price, also called penalty is assigned to cach arificial
variable. To maximise the objective function Z, a huge
negative price, again a penalty is assigned to these
artificial variables. For a maximisation problem the
penalty will be designated by — M and for a minimisation
problem +M, where M > 0,

Steps of Big-M Method

An LPP can be solved by the Big-M Method through the
following steps:

Stepl: LPP is expressed in a standard form using surplus
and artificial variables. The co-efficient of the surplus
variable is assigned with a zero and the objective
function of the artificial variable is assigned with +M, a
huge positive number for Minimisation cases and - M for
Maximisation case.

Step 2: Zero value to the original variables is assigned to
obtain the initial basic feasible solution.

Step 3: Calculate and then examine the values of zj —¢jin

last row of the simplex table.

i) For optimal solution to the current basic feasible
solution, all zj— ¢, > 0.

ii) We can say that the problem has an unbounded
optimal solution if for a column, k, z, — ¢, has the
most negative value and that all other entries in this
column are positive.

iii) In a condition where one or more z;— c; < 0, then the
basis with the largest negative z; - ¢; value will use a
variable. That is,
zy—cy=Min (z-¢;: zj—¢;<0)

The column to be entered is known as key or pivot
column,

Step 4: Simplex method of the maximisation case
determines the key row and key element. Follow the same
method for Big-M method.

For minimisation, convert by applying Min (Z) = -
Max (- Z).

Example 38: Solve the following LPP.

Maximise Z=2x,+4x;

Subject to 2x;+x,S 18
3x;+2x,230
X +2x;= 26
X1 X2 20

Solution: After introducing the necessary slack, surplus, and
artificial variables, the augmented problem is given here:
Maximise Z=2X|+4X1+OS|+OS;_—MA|—MA1
Subject to 2+ x4+ 5, =18

I+ 2x:-Sa+ A =30

Xy +2!1+A1=26

X1y X2 S]. Sz. A]. Az 20

The solution is contained in tables I through 3:
Simplex Table I: Non Optimal Solution

Basls X X3 S,1S;] Ay 1 Ay |by] by/ay
510 2 1 110/ 0| O |18 18
A-M 3 2 0l-11 1] 0130 15
A-M| | 2_Jojofo |1 [26] 13
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" 2 a2 |oJo|-M|-M B
S——am | —aM [0M[-M[-M
(z.-c.)-(4M+2)'(4\}r4+4) ojM{0]0

Incoming variable

Since z,-¢; <0and Z;—-C2 < 0. Hence this is not optimum

solution for maximization case. SO we select the most

negative z)— ¢ whichis z-ca=—(AM + 4)
Simplex Table I1: Non Optimal Solution

Basis | x,_ [xS)|Sz| Ay [ Az [byl byfa
s.Jo] 3z _lol1]o] o [-iz]s] 103
AJ-M[ 2 |0joj-1} | -1 |4 29
=l 4| 12 _|1]ofo]o | ir 3] 26

o 1 2 [4l0[0|-M[-M

7, |2M+2[4|0[M[-M[M+2
z—c)| —2M [0]0[M[ 0 [2M+2

T

Incoming variable

Since z; - ¢, <0, the solution is not optimal and therefore, x,
enters the basis and the basic variable A, leaves the basis.
Simplex Table IT1: Optimal Solution

Basis | x,|x; Sl 81 Ay A; bl
S, |ojojo)1|3/4]|-34]1/4 ]2
x [2[1]0]o0|-12}{ 12 |-12]|2
x, (4]l0[1]0|1/4{-1/4] 34 |12
o 12]14/0] 0 |[-M|-M
Z 214]10( 0 0 2
(zi—c)l0]0]0] 0 [ M [M+2

Since all z;— ¢; 2 0. Hence this is optimal solution of the
given problem.

The optimal solution to the problem is: x) =2 and x; = 12,
S, =2 and other variables = 0.

The objective function valueis2x2+4x 12= 52.

Example 39: Solve by Big M Method.

Minimise Z =60x, + 80x,
Subject to X3 =200

X) 5400

X) + X, =500

X|, X2 2 0

Solution: Converting the problem into the standard form
by adding slack, surplus and artificial variables in the set
of constraints and assigning appropriate cost to these
variables in the objective function, the problem can be re-
written as follows:

Min. Z = 60x, + 80x; + 0S, + 0S; + MA, + MA,
Sl.lbjCC[ to. Ox;+x;-S,+0.S,+A, +0A;=200
X+ O.Xz + 0.S| +S: + 0.A; +0.A, =400
X;+x3+0.5,+0.S;+0A, + A, =500
Whereas X1 X2 81, 82, A A2 20

Froql the above system of equations, the initial basic
feasible solution can be displayed in the following
simplex tables:
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Simplex Table I: Non Optimal Solution

C)|—| Contributlon per Unit] 60 | 80 [0 [0 [M[M
l Basic | Solutlon | x, | x; |Si|Ss|Ai|Aa| Min.
Varioble |  Value Ratio
M A 200 ol1°|-]0|l]0 200
| —
0 S; 400 | o (o[1[0]O @
M Az 500 1 (1 (ofo]o]l] 500
Z, 700M | M [ 2M [-[0|M[M
M
C-2, |60-{80-|M(0|O(O
M| 2M
T
Incoming
variable
Simplex Table I1: Non Optimal Solution
C,|—| Contribution per Unit | 60 [80] 0 [0M
l Baslc Solutlon | x; |x;| S; [S;|A;] Min.
Variable Value Ratlo
80 X3 200 0 |1|-1]0]0 ™
0 S, 400 1 |0} 0 [1]0f 400
M A; 300 1* (0| 1 |0]1 300
—’
Z 16000 +300] M |80|M—|0|M
M 80
C-Z |60-|0|80-|0|0
M M |
7
Incoming
Variable
Simplex Table ITI: Optimal Solution
= Contribution per Unit 60/80| 0 |0
l Basic Variable|Solution Value|x, |x;| S, |S;
80 X3 200 ofL[{-1{0
0 S; 100 0jl0f{-1]1
M X 300 1{of1]0
Z, 34,000 60/80]-20] 0
C-Z |ojol20]0

As all the values in the index row C; — Z; are either
positive or zero further improvement in the objective
function is not possible.

Hence optimal solution is
X = 300, X3 = 200,
5,=0,8;=100
and Z = 34000

Example 40: ABC printing company is facing a tight
financial squeeze and is attempting lo cut costs wherever
possible. At present it has only one printing contract and
luckily, the book is selling well in both the handcover and
the paperback editions. It has just received a request to
print more copies of this book in either the handcover or
the paper back form. The printing cost for the handcover
books is T600 per 100 books while that for paperback is
only 500 per 100.

Although the company is altempting to economise, it
does not wish to lay-off any employee. Therefore, it
feels obliged to run its two printing presses-I and II, at
least 80 and 60 hours per week respectively. Press [ can
produce 100 handcover bocks in 2 hours or 100
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paperback books in lhour. Press Il can produce 100
handcover books in | Hour or 100 paperbacks books in
2 hours. Determine how many books of cach type
should be printed in order to minimise cost (Use Big

M method).

Solutlon: Let x,, x; be the number of batches containing
100 hard cover and paperback books respectively. The LP
problem can then be formulated as follows:

Minimise Z =600x, + 500x,
Subject to constraints 2x,+x,280
X+ 211 2 60 and
X, X22 0

By introducing surplus variables Si, S; and anificial
variables A, A; in the inequalities of the constraints, the
standard form of the LP problem becomes
Minimise Z =600x, + 500x; + 0S, + 0S; + MA, + MA;
Subject to constraints 2x;+ x-S, +A; =80

X) +2Xz-Sz+Az=60

and xj, X3, S]. Sz. Ay, A; 20

the initial basic feasible solution is obtained by setting x; =
X3 =8, =S;=0. We then get:

A, = 80, A, =60 and min Z = 80M + 60M = 140M. This
initial basic feasible solution is shown in table below:
Simplex Table I: Initial Solution

Basis X X2 S] Sz A] A; bl blllL
A |M 2 1 -1]10]1]0|80] 8W1
A, (M 1 2 0|-1]{0]|1]|60] 602
[ 600 500 0|0 MM
zZ, M M |-M|-M|M|M
(c,—z,)|600 - 3M|500-3M| M | M [0 |0
T

Incoming vanable

As c; — z; value in x; column of above table is the largest
negative, therefore variable x, should be entered to replace
basic variable A; into the basis. For this, apply following
row operations:

Ri(new) — Rj(old) + 2(key element)

Ri(new) — R;(old) — Ra(new)

to get the new solution as shown in table below:
Simplex Table II: Improved Solution

Basis Xy X; | §, S, Aylby| b)/a

AlM n 0|-1 1n 1 |50]10083—

X, |500 12 110 =12 030 60
< 600  |500| O 0 M
z; | 3IM/24250 |500]- M{M/2 - 250|M

(c;—2))350-3M72| 0 | M [250-M22|0

T

Incoming variable

As ¢, — z; valve in x, column of above table is the largest
negative, therefore variable x; to replace basic variable A,
into the basis. For this, apply following row operations:
Ri(new) — R,(old) x (2/3)(key element)

Ry(new) — Rj(old) - (172)R (new)
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The new table is shown in table below:
Simplex Table ITI: Optimal Solution

Basls x | Xz Sy S; b;
x; | 600 ] 1 0 -23 13 100/3
x. | S00 | O 1 13 =23 403
c, 600 | 500 0 0
z, 600 | 500 | —700/3 | —400/73
(c,—2z) [0] 0 700/3 400/3

In above table, all ¢; — z; = 0 and also both artificial
variables have been reduced to zero. An optimum solution
has been arrived at with x; = 100/3 batches of hardcover
books, x; = 40/3 batches of paperback books, at a total
minimum cost Z = 600(100/3) + 500(40/3) = (60000/3) +
(20000/3) = 80000/3.

Example 41: An advertising agency wishes to reach two
types of audiences — Customers with annual income greater
than T15,000 (target audience A) and customers with annual
income less than 15,000 (target audience B). The total
advenising budget is 2,00,000. One programme of T.V.
advertising cost ¥50,000, one progmmme on radio
advertising ¥20,000. For contract reasons, atleast three
programmes ought to be on T.V. and the number of radio
programmes must be limited to five. Surveys indicate that a
single T.V. programme reaches 4,50,000 customers in target
audience A and 50,000 in target audience B. One radio
programme reaches 20,000 in target audience A and 80,000
in target audience B. Determine the media mix to minimise
the total reach. Use simplex method to solve the problem.

Solution: Let us consider that x; and x; shows the number
of program in television and radio respectively. Then,

Total Customers of Television = Customers in Target
Audience A and
Customers in Target
Audience B
= 450000 + 50000
= 500000

Customers in Target
Audience A and
Customers in Target
Audience B

= 20000 + 80000

= 100000
Thus the linear programming model can be represented as
follows:
Maximise z = 500000 x; + 100000 x. =5x; + Xz
Subject to the constraints,
50.000x, + 20,000x, < 2,00,000 or 5x; + 2x; < 20
(Advertisement Budget)
Xy 23
X3 < 5

and x,, x;20

Total Customers of Radio =

(Advertisement on T.V.)
(Advertisement on Radio)

The above problem can be converted into standard form
by adding slack/surplus and/or artificial variables to the
LP problem. Now we get the following standard form:
Maximise Z=SX|+12+OS|+051+OSJ—MA|
Subject to the constraints, 5x; +2x;+ S; =20
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x-S+ Ay =3
X2+ S3= 5
X1s X20 S1. S2, a0 Ay 20

i 4. =S, =0, we get the initial basic
By setting the x; = X2 S2 3 i
feasible solution. Hence S, = 20, A} = 3,S; = 5 and Max z
= —3M. The table 1.9 shows the initial solution:

Table 1.9: Initial Solution

and

Bosis | X [X:2(S1|S2{Sal Ay b, |by/ay
S,| 0 5 210002020/5=4
alml 1 lofoli]o[ 1 [3(31=3 >
s, o] o [tlojo[i[o[s] -

o 5 {1][0]|0]0|-M

2 | -M_|o0]o[M[0|-M

zi—o |-M-s|-1]0[m[0[ O

T

Incoming variable
Since the z,— ¢, is the largest negative value for x; column.
Thus x, is the incoming variable and A, is the outgoing
variable and 1 is the corresponding key element. Now let
apply the following row operations:
Ra(new) — Ry(old) / 1(key element);
R,(new) — R,(old) — SRy(new)

The next iteration is shown in table 1.10:
Table 1.10: Improved Solution

Basis|x; | x; [S;| Sz [Ss (b [b/ay
S;|ol0}| 2 1| 5]0]|5[{5/5=1—>
w51l o]o[-t[o[3] -
S,|o{0of 1 |O] O 1(5 —

Ci 5 1 0 0 0

Zi s|lo|lo|-5]0

zi—c| 0 [=1 0|-5]0

T

Incoming variable

From table 1.10, it is shown that it is not optimal solution
as Z4 — Cq is the largest negative value for the column S,.
Thus S, is the incoming variable and S, is the outgoing
variable. Now let apply the following row operations:

R, (new) — R (old) /S(key element);

R, (new) — Ry(old) + R,(new)

The new solution obtained is shown in table 1.11:
Table 1.11: Optimal Solution

Basis X3 Xz Sl S; S\ bl
S.- | 0] 0 |25 15 1 0 1
x| S 1 |25 (/S| O 0 4
Sy /0] 0 1 0 0 1 5

Ci 5 1 0 0 0

Z 5 2 1 0 0 | z=20
Zj—Cj 0 1 1 010

Since all value of z; — c; is greater than equal to zero, hence
we get the following optimal solution:
x; =4, x, = 0 and Max z = 20,00,000.

1.5.9.2. Two Phase Simplex Method

Linear programming problems with artificial variables can
also be solved by another method called the two-phase
method. This method is an alternative to the Big-M

method as the name suggests, the method divides the
procedure into two phases:
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1) The first phase of this method is the process of
minimising the sum of the anificial variables to geta
basic [easible solution 1o the prablem considenng the
given constraints. This is known as auxiliary L.P.I%

2) The _SC’COWJ phase starts with the basic fcawble
soluugn. obtained at the end of Phase 1. In this phase,
the original objective function is optimiscd.

Steps of Two Phase Simplex Method

The iterative procedure of the two phase simplex mcthod
algorithm is given below:;

Step 1: Put the lincar programming problem into its

standard form. Then, check for starting basic feasible
solution of LPP.

1) If the starting basic feasible solution alrcady exists
then go to Phase 2 directly.

2) If the basic feasible solution does not exist thep go to
next step, i.e., Phase I.

Phase 1
Step 2: This step involves variables which are required for
the basic feasible solution. Artificial variables are added o0
the, left side ol each equation to complele the equation that”
lacks the required starting basic varables. An auviliary
objective function is constructed to minimise the sum of
all artificial variables to get a basic feasible soluuon to the
problem. The new objective is, -

Minimise Z=A;+A;+....A,

Maximise Z¥% = —A| - Az “fim .—An
Where A; (i = 1, 2... m) are -non-negative anificial
variables.

Step 3: The new auxiliary LPP is then solved using
simplex algorithm method. At the least interaction
following three possible cases may be seen:
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1) When Max Z* < 0 and at least one positive value
artificial vanable is present in the basis, then the
onginal L.P P. will not have any [easible solution.

2) When Max Z* = 0 and al lcast one zero value
amtificial vanable s present in the basis, then the
onginal L.P.P. will have feasible solution. In such a
case, proceed to Phase 2 1o get the basic feasible
solubon We may proceed directly 1o Phase 2 in order
1o pet basic feasible solution or else proceed to Phase
2 after eliminating the aruficial basic vanable.

1) When Max Z* = 0 and there is no antificial variable in
the bass. then a basic [easible solution to the original
L P.P. has been found. Go to Phase 2.

Phase I

Step 4: This phase stans with the optimum basic feasible
solution af Phasz 1 The vanables of the objective function
are a<signed actual coefficient and a zero value o the
irtificial variables that appear at zero value.

Example 42: Solve the problem given using the two-
phase method. The problem is
Minimise Z =40x; + 24x,
Subject o 20x, + 50x: 24800
80x, + 50x, 2 7200
X X2 20
Solution:
Phase I: First we introduce surplus and artificial variables,
and then rewnte the objective function by assigning a zero
cocfficiznt 1o the decision variables and a coefficient 1 to
the aruficial vanables. The problem becomes
Mimmisation Z=0x,+0x;+0S,+0S;+ A, + A,
Subject to 20x, + 50x; — S| +0S. + A + 0A, =4800
80x, = 50x,+0S, -S>+ 0A, + A, =7200
Xye X2 S|. Sg. AlLA2 0

The solution to this problem shall be obtained using simplex method. [tis given in table 1 1o 5.
Simplex Table I: Non-Optimal Solution

C | o uln[nllll“..
Cy | Basic Variables | Solution Values | x; | x; | S, | S: ] Ay | As | Rnum
B — ‘ 0
b(— In]
1 A, 4800 w|sol-1la]l1]o 210
1 Ay 7200 solal-1]0!1 90 —
Z 100 [ 100 -1 (-1 1 |1
84=2,-C |1wof|wol-1|-1]0] 0
T L1

Since all z;- ¢; £ 0. Hence this is not optimum solution. So we select most positive z,- ¢
Simplex Table I1: Non Optimal Solulion

]

C 0l ool o jal
Cy | Basic Yariables [ Solution Values | x, x: |S| S; | Al A, | Minimum Ratio
B b(= xp)
) A 3000 0 @ -|| U | 1 (-1 80 —
0 Xy 90 1| 58 u!-uso 0 | uso 14
Z 07512 —l‘ e || -1
A=Z,-C, (0752 <1 114 | 0 |-5m
T
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Simplex Table III: Non Optimal Solution : 1
C olo]| O 0
Cy Rasie \’In;rlublcs Solu;l:)_nxvl;lug Xy | X2 S S: Ay Ay
= AD
0 X 80 o1 |-275 1/150 | 275 -1/150
0 ;‘: 40 | o | weo | -1/60 | —~1/60 -1/60
Z, o|l0}0O 0 0 0
A=2Z-C olo|oO 0 -1 -1

. 2 iecli
Phase II: The Simplex table 111 is reproduced here after replacing ¢; row by the _rcspccuvc cocfl'!man'i frlulllélzh(::ili ve
function of the original problem, and deleting the columns A, and A;. The problem is then solved using simple :

Simplex Table 1V: Optimal Solution
C a0]24] O 0
Chy | Basic Variables | Sglution Volues | x, | x3 | Si S, Minimum Ratio
B h(= !u)
0 xz 80 o[ 1 |-2715] 1150 -3000
0 X, 40 1] 0 |(1e0)| -1/60 2400 —
Z, 40 | 24 | 2775 | 38775
Aj=2,-C, |0 |0 | 275 |-3875
T
Since Z, — C; is most positive, the current feasible solution Simplex Table I: Non Optimal Solution '
is not optimum (Minimisation Casc). Therefore, S, enters Basis [x [% /% [A ]S |S;1b b/ oy
the basis and the basic variable x lcaves the basis. Af-1]2]1]-6]1 ? 0 _2’2 7;%,2——12126
Simplex Table V: Optimal Solution S |0[6]5]10]0 0 =12
C, 20 |2a]0 3 S, 0| B|-3]6|0]0]|1[50][508=625—
Baslc Solution [ ofofo([-1]0 g
Cp | Variables Values X x; | S S; 7 2|-1]61-1]10
B b(= xp) z-¢, |-2|-1]16]0]0]0
24 X2 143 85 | 1 [ 0 | -1/50 T
0 S, 2400 60 0 1 —1 Incoming variable -
Z 194/5 [ 24 | 0 | -12125 Since z; — ¢, and z; — ¢z is negative therefore this is not
4=2-C | -85 | 0]0]-122 optimum solution for maximization case.

Simplex Table I1: Non Optimal Solution

Since all Z; - C; <0. (Minimisation case) this is optimal S. T b | b/
solution, The optimal solution given by Simplex table V is Basis x| xa | X3 AiSi] 5: | D LIS
x, =0 and x, = 144. Al -1]o|2a|-152|1[0 =174 1512 3071—
) s, ofof294| 112 {0 1]-34 7712 154/29

Example 43: Use two-phase simplex method to solve x| 0|1 [-=3/8] 34 (oo 1/8]2514
Maximise Z=5x,—4x; +3x;3 & ol o 0o |-1|o] o
Subject to 2x +x2-6x3=20 z: ol=mal 152 |=1| 0] 114

gx|+§x1+610x:sﬁsg6 zn-c, |o|-1a]1s2]ofof 114

X =3 x+6x, T
X, X2, X320 Incoming variable

Solution: Introducing slack vaiiables S;, S; 2 0 and an Since z; - ¢, < 0 an optimum solution to the auxiliary LPP
artificial variable A; 2 0 in the constraints of the given has not been obtained

LPP, the problem is reformulated in the standard form. Simplex Table ITI: Non Optimal Solution
Initial basic feasible solution is given by A, =20, §, =76 Basis x| x| xy A | S ] s b,
@d S.=50. X3 0 0|1 |=307]| 47 0| -1/7 | 307
Phase I: Assigning a cost-1 to the antificial variable A, S 010 L|2567 S Ly 2| 527
and Cost O to other variables, the objective function of the 23]
auxiliary LPP is, 2l 01110167 | 34 10} U/14|557
Maximise Z* = 0x, + 0 x; +0x; + 0S; +0S; - 1A, L 0,01 0 L-1]olo
zZ, 0|0 0 0 0 0
Subject 10 2x+x;-6x3+A; =20 Zi—-¢ 0]o0 0 0 1 0 _
6x,+5x;+10x;+8,=76 : . .
g x: “a x2+ o 131;50 Since all z - ¢; 2 0, an optimum solution to the auxiliary
2 3+5; LPP has been obtained. Also Max Z* = 0 with no artificial

X1 X2 X3, 51052, A 20 variable in the basis. We go to phase II.
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Phase II: Consider the final simplex table of phase 1.
Consider the actual cost associated with the original
variables. Delete the antificial variable A; column from the
table as it is eliminated in phase I.

Simplex Table I: Optimal Solutlon
Basls

lx Xy S S]_ Iy
(-4101 1 |-30n7]0]| -1 ]300
S 1 0 lofof267] 1| 27 [527
ylSJ1lo]l-e7]o] 1n4a|ssn

c 5|14 3 0 0
z) S|1af{o907 |[o0]13n4
z-¢ |0 ole6r o] 134

Since all 2 - ¢; 2 0 an optimum basic feasible solution has
been reached. Hence, an optimum feasible solution 1o the
given LPP is x; = 55/7, x, = 30/7, x; = 0 and Max Z = 155/7.

Example 44: Solve the following LPP Two Phase
Simplex Method;
Maximise Z=-4a-3b-9¢;
Subject to 2a +4b + 6c 215
6a+b+6c212
a,b,c20

Solution:

Phase I: First we introduce surplus and artificial variables,
and then rewrite the objective function by assigning a zero
coefficient to the decision variables and a coefficient | to
the artificial variables. The problem becomes:

Maximize Z*=02+0b+0c+0S;+ A, + A,

Subject to 2a+4b+6c-S5,+0S;+ A; +0A;=15
6a+b+6c+0S; -S,+0A,+A;=12
X1 X2, 81, S5, AL A 20

Simplex Table I: Non Optimal Solution

MIET

LETIERILTE 41
2
clo co 1L 0 fol-Llol bl T
6 6 O
O
G 0 0 0 o[ 0 |-1}-1
Z 4 -3 0 1| -1 111
- = I
& Z -4 3 0 ) I |0f-2
T

Incoming variable
Entering = b, Depanting = A,. Key Element =3
Ri(new) =R, (old) + 3 =R, (old) %
R; (new) = R; (old) - ?',-R, (new)

Simplex Table I11: Non Optimal Solution

DBasls b|ec SL Sj I\L 1\1 h|
A AR R
: 3 3 ] 3l k]
TRl ol | 2 I 2|0
c — — — —— — — —

6 9 I8 9 18 9
C, 0 0]0 0 0 =l -1
Z 0 0]0 0 0 0 (4]
C-Z, 0 0]0 0 0 | . |

Sinceall C;-Z, 0,

Optimum solution is arrived with value of variables as:
11

Min
Dasls a|b c S S; Al A; b| Ratio ﬂ]
c
- = 15 5
Ay 1 21416 | o1 ] 0|15 % 2
AlTlsli]slol 7ol Ros
C, 1010 0]0]|-1]-1
Z, 81512 1 1 |-11]-=-1
G-z (8|sfiz| |00
T
Incoming
variable
Entering = c, Departing = A;, Key Element =6
R, (new) =R, (old) + 6 = R, (old)-%
R; (new) =R (old) — 6R; (new)
Simplex Table II: Non Optimal Solution
Min

Basls a b c Sl Sz A A1b|muo(ﬂ)
b

1 1 {1]-1)3 E=l—i

a=0; b=]; c=—
6
MaximiseZ=0
Phase I:
Simplex Table I: Optimal Solution
Min Ratlo
B:Si a |ble|l Si | S; | Ay | A by [El_]
a
l
-1 4 1 l 1 | ==
b 3| ~3 110 "3 3- 3' 3] 1 -
U
- (ll] P N LI BN LY T N
c990|ﬁ9]366|_12
9
G |4 |5lglofo] 1|
-1-11 1
zZ | 7 1lo 5 1 -E -1
]
G- — 1
3 |0]O -1|-—1]0
Z, 2 5
T
Incoming
variable

11
Entering = a, Departing = ¢, Key Element =9
11 9 _
R;(new)=R; (old) + 3 =R, (old) T : Ry(new) =R,

(old) + % R;(new)
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Simplex Table I1: Optimal Solution
Basis [n |[b | ¢ S S Ay | Az | D
AR
bl=3foft o [T |ou
s |1 ] 2| _1]2|32
R e e TR VR I
c |—=[-3l -9 0 0 -1 -1
» 72| 7 s | _1]|_5
% = TH ETH T T
71 7| 5| 4| 6
G-z 00| ™| nl| njl n

Since all G;-Z,; S0,
Optimum Solution is arrived with value of variables as:

3

a=—

2
b=3
c=0

Maximise Z=-15

Example 45: Solve the following LPP using the Two-

phase method.

Minimise Z = 10x, + 6xz2 + 2x)

Subject to —x; + X2 + X3 2
3x, +X2—X3 22
and X;, X2, X320

Solution: After applying Two-Phase Method, the steps

Techniques for Decision Making) AUC

2 . . ;
io i ndex is 2. So, the
ini ummuo:s-—andusro“u

Minim 3

leaving basis variable is A

= The pivot element 1S 3.

Entering Variable =X,
Departing Variable = Az
Ri(new) = Ry(old) +3
Ri(new) = Ri(old) +R2 (new)

Key Element=3

Table 1.13: Non-Optimal Solution
Xp
B 2 (%] X2 x3 | S1 S; Ay MinRatio X,
a3 |0 (’3’ AN EE
2 1 1 1 (2/3)_2
—_— — —— Y 0 —
| o3 |13 ]73 017347 | am
4 2 1
= 2= -7
z=01 7 |0 3|3 H=3|"
C, 0| O 0 |0 0 1
4 2 1 .
- -% |-5 < |0
G-z|0|-3|3|']3
T

Incoming Variable

Negative minimum C;— Zis —% and its column index is

2. So, the entering variable is x2.

sweras foligws: Minimum ratio is 3 and its row index is 1. So, the leaving
Phasc-1 4
The problem is converted to canonical form by adding basis variable is Ay.
slack, surplus and artificial variables as appropriate: ; .. 4
1) As the constraint 1 is of type ‘' we should surplus =, The Pivot clement s 3’
variable S, and add artificial variable A,. Entering Variable = X2,
2) As the constraint 2 is of type ‘> we should subtract X N Key Element = 4
surplus variable S; and add artificially variable A;. Departing Variable = Ay, Rey 3
After introducing surplus, artificial variables, we have the R,(new) = R(old) x%
following equations: 3
Minz=A,+A; Rj(new) = Rz(Old) _I R,(new)
Subject to Table 1.14: Non-Optimal Solution
X +X+X3-S+4A,=1 B | xp X | X3 | X Sy S, MinRatio
3X|+X:—X]—53+Az=2 .5_ 0 1 l ___3_ _l
and Xth.X_\.ShSz. A|,Az.20 %2 4 2 4 4
Table 1.12: Non-Optimal Solution X % 1|0 _.é. % -%
X
B | xs |x|x[x]|S]|S:|A1|A: MinRatlo = z=0] Z |oJo|] 0o [0 ] 0
| (o 0]0| O 0 0
A 1 -1t f1[-1]0]1]0]- C-Z,[{0]0] 0O 0 0
2 2
A, 2 &1 |-1{of-1]O0]| ] |==7— Since all G;-Z; 2
3 3 | Zl 20
z=0| Z 2 200f-1f-1]1]1 Hence, optimal solution is arrived with value of variables as:
C, ojJojojofofl 1 1 5
[ C-z|-2]-2]of1]1]o]o0 X.=?x,=z.x,=0

Incoming Variable

Negative minimum C; - Z; is -2 and its column index is 1.

So, the entering variable is x;.

Minz=0

Phase-2
W? c'limjnntc the artificial variables and change the
objective function for the original,




Intreduction to Linear Programming (Unit 1)

Table 1.15: Optimal Solntion

B | xp |x{x[x [S |S; |MinRatlo
5

X2 — 011 .1. _1 __l.
1 2 4| 4
I 1] 1 1

X - 110 == = | ==

'] 4 2| 3|73

z=0| Z J10]l6] 22| =
C |1o[6] 2T o[ o
C-Z|ofo| a2 4

Since all C;-Z; >0

Hence, optimal solution is arrived with value of variables as:

1 5

X, =-Z.x, —Z.X, =0
MinZ=10
1.5.9.3. Difference between Two Phase and
Big-M Method
Table below shows the difference between two-phase and
Big-M method:

Two Phase Method Big-M Method
It is casy to obtain initial | It is difficult to obtain- initial
basic feasible solution | basic feasible solution because

because a zero co-efficient | a zero co-efficient is not

is attached to Dbasic | attached to basic variables.
variables.

It is easy and less lime [ It is tedious because variables
consuming. (penalties) are involved.

This method does not | This method uses assumptions

involve any assumptions at | for constraints.
the orginal system of
constraints.

1.5.10. Special Cases in Simplex Method

While using simplex method for solving LPP, one may
encounter many special situations which are
summarised below:

Special Cases in Simplex Method

Alternative Optimal Solutions Unbounded Soliitions

Infeasible Solutions

Degeneracy

1.5.10.1. Alternative Optimum Solutions

Sometimes an LPP may arrive at an optimum solution but

not a unique one. This means that more than one optimum

solution exists. In such cases, the following are the

characteristics of the final table:

1) An optimum solution.

2) For all basic variables, (Z; - C,) values are zero,

3) For non-basic variables, (Z;— C;) values may or may
not be zero.

4) For atleast one non-basic variable, (Z; - C)) value will
be zero.

5) More than one optimum solution is possible.

6) For all possible solutions value of objective function
Z remains the same.

7) Basis in final table contains basic variable X, viz., x;,
X3,... and non-basic variables S, viz., §,, S,

MIET s

IHEII_‘;_'I':ILE

Example 46: Maximise Z = 3x; + 2x;
Subject to the constraints
X+ 2x;<4
I +2x;< 14
X -x;53
X %320
Solution: Simplex Table Igive the final iteration by

using the ‘Simplex Algorithm’.
Simplex Table I: Non Optimal Solution

C, JJ|2]0] 0 0

Cy Daslc Solutlon Values |x;|xz|85| 82 | ®
Variables B b (= xp)

0 5 6 0|0]|1I E

51 5

2 X3 1 o|1]0 l _2

5 5

3 X 4 1jofjo} 1 E

515

Z 14 3(2inl 1 [ 0

Net Evaluation (or Index) Row:C,-Z |0]0f0| -1 | O

The optimal solution is: x;,=4, x;= 1.5, =6and Z = I4.
Now, in the Simplex Table I, the non-basic variable s, has
a relative profit of zero. This means that any increase in sy
will bring no change in the objective function value. In
other words, sy can be made a basic varable and the
resulting basic feasible solution will also have the
objective function value equal to 14.

This means, an alternative optimal solution to this problem
exists which can be obtained by making s, a basic variable
as shown below:

Simplex Table II: Multiple Optimal Solutlon

C, [3121 0o [0]Jo
Cy Basic [Solution|x,|x;| 3 [$1'%
Variables| Values

0 3 15 |o|o] 5|31
4 8 |8

2 X3 13 oj1] 31110
4 8 [8

3 x| 5 |10l 1]1|o
2 414

Z, 14 3|21 o |10

New Evaluation (or Index) row: C, - Z, 0jo|] 0 |-1]0

Thus alternative optimal solution is:

X = -:—.xlz%andma.x2=l4.

Hence, this problem has no unique solution but has
multiple optimal solutions.

1.5.10.2. Unbounded Solution

Unbounded solution occurs when there is no constraint on
the solution and the decision variables can be increased
infinitely under the same restricted conditions. Such
unbounded solution occurs in maximisation problems.
where the decision variable can be made infinitely large
under the same constraints. This happens in the iteration
stage of simplex method when all the entries in minimum
ratio column are either infinite or negaiive.
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L7 . .
obtained also known as infeasible solution and the

Example 47: Maximise Z = 5%+ 6X1+ X is called unfeasibility. Also, a non-feasible

situation gy s - :
Subject to the constraints solation occurs if an ami_icﬂ\l V?n:‘lﬂc ppears i the
9%, + 3 -2y <5 basis of the solution for being opumal.
da,+ -y <2 P llowing initial simplex table:
X, —3x.+xy <3 E”m""“'c“muéfo 15 2s |ofo]-|-
Xy X2 220 MM
AlA
Solution: Introducing slack varizbles s, 53 and sy, the Cy | Basic |Solotion} X i 1
problem can be restated in standand form as follows: Variables ;(a_!ﬂc';
Mzximise Z = 51, + 6% + Xy + 05, + Os2 + 0y - : T 7 & |-110[110
-_ 1
Suhject o the constraints 0 = 20 g _52 g :, g (:
Ox; + 3x;—2x3+ 5 =5 =N = = 10M | 4M | M0} -| -
-‘I|+212-l,+§:=2 L e : : M M
X, —4x; 4+ X34+85,=3 - = 0|0
; pdex)| 15+ |25+ | -0
X1. X K. S1o 520 5320 Net Bvalustion (o4 |0t | amt |
The initial basic feasible solution is obtained by setting x, Write down the original problem represented by the above
=axy=x=0sothats,=5.5;=22nds,=3. table. What are the values Xy, X; in this problem?
Simplex Table I . -
c:mp G T 611101010 Solution: The problem represented by the given table is:
Cs Basic Solation |x;| x; | xs|ss|52|sy| Min M.uimich-—-ISx.+25x:+Os.+Osn-MA|—MAz
Variables | Valves B Ratlo Subject to the constraints
bi=x,) Xp/X; - >20
5 3 513 7ol o < 7x,+6xz—s,A,—200r7x,+6x2_2
" 2 8x,+ 5x7 4 57 = 30 or 8x; + 5x2 < 30
0 P 2 2l 2z|-|o|1]0] 1= 3x,- 2x; + Az = 18 01 3%, =25 = 18
1 X, X220
0 5 3 1i—=it1lojojii - c, |15]25]ofo|-|-
Z 0 ololojlololo MM
New Evzlaztion(orInd=x) | 5(|67|1]|0|0]|0 Cs Basic | Solotion | x; | X2 |si1|s2|Ai|A2 Min.
Row:C, -7, Variables | Valaes Ratio
b (= xp) _Xp/%; |
Simplex Table I B
Cy Basic Solation XA Xy Pl s r; Min.
‘ariables B | V - ; 0 5 30 1815 (o[1|o]|o]| 30/8
Y B | Valoes B (= !l) -‘::::’ ™ Az 18 3 —2 |olo ol1 18/3
0 2 30| 11| 3[0] - Z -10] -4 1010} - | -
B -1M-2 Net Evaluation (for Tndex) Row: [ M | M | | IM|M
3 2 C-% 15| 25 |-[o]o|0
6 Xs 1 211] o] 1 0] — +| + o
2l |2 10 | 4M
0 5 7 910] -1 (0] 2 |1| = M
72 6 12[6] -3 (0] 3 |0
et Evalzation (or Index) Row: C,-Z+-710] 4 0] -3 |0 Simplex Tablean II : Non Optimal Solution
C 15 25 0 0|-1-
From Simplex Table II. onc observes that the solution is . MIM| Min.
not optimal because a positive value appears i.n the Gi-Z Cs! Basic [Solution|x;| x: 5 A |A;|Ratio
row. According to this X is the incoming variable and the Variables| Values xp/x;
comresponding column is pivot column. Computing the B b(=xp)
replacement ratio, we notice that all the three ratios are 15| x 20 |1 6 _1 19 |of -
ncgative. This implics that we can increase x, indefinitely 7 7 7
“{Il!ml dn'.vin.g one of the basic variables to zero. The 0 55 so0 |0 13 8 il Tol 2574
given solution is, therefore, unbounded. l 7 7 -
1.5.1_0..3. Infeasible Solution - A 66 |0 32 3 o |1] 22
Now it is very clear that a solution is said to be feasible M 7 7 7
if it satisfies all the constraints and the non-negativity
.. | -
conditions of a problem. However, in real life & : 2+§m _15_3mi0 M
situations, it is possible that the constraints are not : 7_7 T 7
consistent or there is no feasible solution to the INI cjt E)v;] ual'mn (or {0 85 32 15_3M 0} (o
problem. In such cases, a non-feasible solution is G4 7 1717 1 -
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Simplex Tableau I11 ; Infeasible Solution
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We introdoce slack variable znd 2ssipn *07 cozfio=mt 2=

G |15 25 o] O -- convent the constrzints into equation. Resuliznt objective
MM function and constraint equations zrz given below:
Co v ::;llc " f‘:llﬂﬂﬂﬂ X X3 s Lo A]Az Max Z=51,+JI¢¢05|*(57*051
es i ) .
’ (:u::|b SUbfmm l|+1;+51405;“0‘5y=2
15 X 15 | 0 5!]+2‘:+OS|+S:"]S].—:|0
l 4 % b % 2x, + Bxy;+ 05, + 05+ 5,=12
%2, 51.5:.5, 20
0 ! 25 |0 13 0] 7 0 X X2 *_\: S
4 iy 3 Simplex Table I: Non Opticzal Sclation
= C,] Contributionperumt | _ S5 1310(010]
= : 700 oo 3 ! 1| Basic | Solaticn 1. I:,ls,l-,].,lsun.
. 4 8 8 Variables | Valoes | | | | |Ratio
a 15175, 31M [0] 15 _3M - 0 S 2 | 1 liitiolol 2
Evaluation (or Ind s s T 7 M 0l _s 0 | 5 (2/0i10] 2-
Net Evalustion (or. nslex) 0] _s 121 2 12001l 6
Row: C-Z, 01125 _31M[0) 15 3Mm[ [0 . Z 1 00000
B 8118 3 A=C-Z| 5 3000l
Now, since there is no posilive entry in the net evaluation b
row, Lhe procedure terminates but sill A; exists as a basic Varistle
variables. Hence the problem has no solution or the We hav Ived de belom
problem is infeasible. ch:lI\;mlos: l»sgjzxzra:-yzs clow:
1

1.5.104. Degeneracy

Problem of degeneracy is caused when an LPP is solved
using simplex method and a situation occurs in which
there is 2 tie between two or more basic variables for
‘leaving the bases’. This means that the values of one or
more basic variables in the solution column are equal to
zero or the minimum ratio to identify the basic variable 1o
‘leave the basis’ is not unique.

Degeneracy also occurs during iterations in the simplex
method. Therefore, when there is a tie in the minimum
ratios for leaving the basis, then the selection is mad=
arbitrary. However, one can reduce the number of
iterations for arriving at an optimal solution by adopting
the following rules:
1) Detect degeneracy and divide the coefficients of the
slack vanables by the comesponding positive numbers
of the key column in the row starting from left to right.

2) Comparing from left to right, the row that contains the
smallest ratio becomes the key row.

In a situation where there is a tie between a slack and an
artificial variable to leave the basis, the artificial variable
should be given preference for leaving the basis. Also, in
such cases, degeneracy need not be resolved.

Example 49: Consider the following system of problem

Max. Z=5x;+3x%;
Subject to X +Xx<2
5X| +2x: € 10
=2x; - 8x;2>2-12
Xis X2 > 0

Solution: We multiply the constraint three with -1 on both
sides to have positive constant at the R.H.S. we get

Max. Z =5x, + 3x;
Subject to X +X:52
5%+ 2x; < 10

2x, + Bx; <12

S, lmlon | an
S, las | s | as

— Lzt poo-nepzhve (+ve v2iz=)

Simplex Table [1: Non Optirml Solafion

of Contribution 5 3 IO‘ 0 0{
- per unit i
l Basic Solation |x,! X 5¢ 53 |8y M
Variables | Valnes | | | |Ratio
0 S 0 0 s li -100
wsl |
51 X, ) 2 1 25 {0l 155105
0 S g 0 365 0] - |1}<036—
s| |
Z 10 |5l 2 10] 110l
| A=C-Z] 0] 1 loj-110l
T
lecoz==nz
Vzizble
Simplex Table [II: Optimal Solation
G Contributionpermnit 1513/0] 0 | 0
i Basic Variables [Solntion!x,!x,!s;| s; | sy
\'alm:si
0 S. -3 lo ojt1|-16| -
1712
5 X 149 ll o|o| 28 | -
1718
3 X; 109 1011(0-1/18I5136
Z, 1513101718536
A|=Cl— ojojo - -—
Z, 1771815736
Sincx:ailC,-Z,eIcrmuSweh\tobuﬁmdopthmmsu!uﬁm
Ty
9
LI 2 2 ol
-S—=B"S = 3 2 = 3 §=B"S:= 3 [3.=[l:lﬂ.ﬂ
SR N L R EIpL
3 3 3
. .=% (Maximum Value)
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1.6.3. Relationship between Prima)
and Dual

.6. DUALITY

1.6.1. Introductinn The relation between the standard and its corresponding
In a general sense the term ‘dual’ implies (wo or dual 1s given by following table:
double. Duality in an LPP means that there are two Table 1.16
different ways of unalysing each hnear programming [ Il Primal Then: Dual q
problem. However, the solutions might e equivalent. 1) Objective is to maximise | 1) Objective is to minimise |
Based on the same data, cach LPP stated in uts criginal 21 Vanable v, 2) Constraint. j
form (primal) gets associated with another LPP (dual). d) Cointrnnt] 3} Nanalisy -
This is known as duality in LPP. Since the dual of the 4)  Variables v, unrestricted | ) Yar}ahlc y, is unrestricted
dual is primal, i : . in sign in sign
problcmspis ca;]e: p?.?n:ilr:::ld:;:ﬁtﬂ WHEES. af Hhes pwp 5)  Counstrant iis = lype 5) Conslraint j is?lype
() < Type constraints 6) > Type constraints
The primal (original) LP model has & dual LP problem 7) =10 Variables 7) 2 Inequality constraints
which is defined directly and systematically from ihe 8) < Inequality constraints | 8) >0 Variables
onginal. The two problems are so simular that the optimal — Mathematically it is shown below:
solution of onc automatically provudes the aptimal solution e
for the other. Th . L Primal Dual
ic other. 1he two problems are closely related. Ma Z = ;%) + Xz + ... #Min Z* = byw, + byws + oo +
Duality in LPP is used for two basic reasons. CoXy bW
1) If the original LPP consists ol many constramts and Subject to the constraints: Subject 1o the constraints:
less of variables. it may be difficult to arrive at an 04X + 22Xy + s +0,X, < b, AW+ AWy + e+ By Wi 2 ¢y
optimal solution. So, converting the primal problem 1=1,2,...m j=1.2,.,n
into a dual problem can help 1o reducc the effort and 520 j=lid eon w20 i=l2i..m
time for arriving at the required decision sulution, Min Z = ¢;x; + CX3 + ... +It:1nx Z* = byw, + byws + ..... +
mwl'll

2) Duality in LPP is a cost-effective method in a Ca%a

. i . Subject to the constraints: Subject to the constraints:
managerial decision-rnaking process. 6 -]m.zx; b tagx b | ayw ia:,w; o b AW S
. . i= 12 ... j=1, .., n
1.6.2. Prlmal and Dual Problem M Ji =l|_ 2, ___,nm w, unrem"ijcted.
There is a corresponding dual problem associated with i=12..m
every original or primal LP problem. The primal prablem Minimise Z=¢ x| + ;X3 Maximise Z* = byw; + byw, +
is transposed as a dual problem. This implies that: R T + bpw, )
Subject 1o the constraints: Subject to the constraints:

1) The primal and the dual problem are opposite. In a
) P p PP A% + 00X + e +anka=by | apwy+agwe .+ oy We S

sense that, if a primal problem is anc of minimisation =12 m i= 1,2, m
then its dual problem will be one of maximisation. 20, j=1.2..n w; uirestiicted,
2) The primal problem with n vaniables will have a dual i=1,2 ..m
problem with n-constraints. Maximuise Z = ¢,X; + C:X3 + -..../Minimise Z* = b,w; + bywa+ ...
3) The primal problem with m constraints will have a *+ ¥y +baWe _
dual problem with m-variables. Subject to the constraints: Subject to the consr.rmnt_s:
0Ky + a0+ ..+ 8%, =b, | agw+aywi+ o+ anWa =0
To understand duality better, we can say that a standard i=h2 . .m j=L2,.4n
primal problem is a maximisation problem with < Y “““"‘mj‘f‘f‘l; - W ““"““";‘_Cdlv -

inequalities unlike the standard problem in the LP which is

a minimisation problem with the construnts as equalities, s e .
The standard primal problem can be explained as below. 1.6.4. Pl’lﬂClplES of Duahty
The symmetrical form is used to construct the dual from the

Maximise Z=aXitoXa b+ 60X i primal or primal from the dual. The rules for the same are:
Subject 1o, AX+apXe + .+ 0, €by L (2) 1 The maximised objective f[unction of the primal
anX)+anXa+ ...+ 83X, by - .(3) becomes the minimised objective function of the dual
and vice versa.
L R L Sbm .-(4) 2) The ineguality signs are reversed in duality. This
%20, j=L2,..n .. (5) means that for all maximisation primal problems with
This is a known as a normal maximum problem. The dual < type constraints, there will exist a minimisation dual
of this problem is defined as: problem with > type constraints and vice versa.
Minimise W=byy, +bsys + .. +boym  .-.(0) However, this reversal of inequality is true for all
Subject to, anyr+ayy:+ -+ Y26 ... (7) constraints except the non- negative conditions.
apyr+any:+ o +agyn2c o (E) 3) The constraint in the primal corresponds to a variable
: in the dual and vice versa. This means for a primal
Y1+ AnY2 + o A B 2€5 ) problem with m constraints and n variables, there is a
»20, i=1L2..m «~(10) dual problem with m variables and n constraints.
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4) The right hand side constraints by, bz, -..- bm Of the
primal become the coefficient of the dual variables y),
Y2e-++s Ym in the dual objective function Z*. Also the
coefficients ¢, ¢y, ..., ¢, of the primal variables x;, X2,
..« X, in the objective function become the right hand
side constraints in the dual,

5) The matrix of coefficients of variables in primal is a
transposition of the matrix of the cocfficients of
variables in dual and vice versa.

Example 50: For the LPP given below, write the dual.
Maximise Z = 40x, + 35x,

Subject to 2x; + 3x; € 60; 4x, + 3x, £96;
Solution: The dual of above equation is:

X|.X120
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Hence, we find that:

1) The primal problem is of the maximization type while
the dual is of the minimisation type.

2) The constraint values 60 and 96 of the primal have
become the co-efTicient of the dual vaniables y, and y;
in the objective function of the dual in that order;
while the coefficients of the variables in the objective
function of the primal have become the constraint
values in the dual.

3) The first column of the coefTicients in the constraints
in the primal has become the first row in the
constraints in the dual, and the second column has
similarly become the second row.

4) The direction of inequalities in the dual is the

Minimise Z* = 60y, + 96y, . < :
. I, + dys > reverse of that in the primal. Thus, while the
Subject to Yi+ 4y, 240 inequalities in the primal are of the type <, they are
3y +3y,235 of 2 type in the dual.
Yi Y220
We can represent them in matrix form as given in figure 1.13:
Primal Dual
c x b v
Matimise  Z=[40 35] ( ,,] Minimise Z*=I60 96 [ y.]
| Xz J y:
' v
Subject to a X b Subiect to a’ Y c
2 3] [~ 60 2 4] (n [40
4 I 3 | x) < |96 1 A ) L) 2 L3

Figure 1.13: Primal and Dual Relationship

Example 51: Formulate the dual of the following linear
programming problem:

Maximise Z=35 x; + 3x,;

subject to the constraints:

3x,+5x,<15,

5x,+2x,<10, andx;20,x,20

Solution: Standard Primal
Introducing slack variables s, 20 ands, 20,

the standard linear programming problem is:
Maximum Z = 5x,+3x,+0s,+0s,

subject to the constraints:
3x,+5x,+s,+0s,=15,

5x,+2x,+0s,+s,=10,
X+ X,.5,,5, 20,

Dual Primal
Let y, and y; be the dual variables corresponding to the

primal constraints. Then the dual problem will be:
Minimise Z* = 15 y + 10y; subject to the constraints:

3y, + Sy, 25. 5y, +2y,23
y,+0.y,20
0.y, +y,20
¥; and y; unrestricted (redundant).

}:ylzﬂnndy,zo

The dual variables “y, and y, unrestricted™ are dominated
by y,20andy,20. Eliminating redundancy, the restricted

variables are y,20andy,20.

Example 52: Write the dual of the following LP problem:
Minimise Z =3x; —2x; +4x;
Subject to the constraints

Ix;+5x3+4xy 27

6x, + X2+ 3x; 24

Tx,-2x2-x35 10

X - 211+ 51] >3

4x; + Txy—2x322
and Xi. X2, X3 20
Solution: Standard Primal

Since the objective function of the given LP problem is of
minimisation, the direction of each inequality of < type
has to be changed. The standard primal LP problem so
obtained is:
Minimise Z = 3x, — 2x; + 4x;
Subject to the constraints

Ix; + 5xy+4x327

6x; + X3+ 3x; 24

—7X|+?_Xz+x_|2 -10

X - 2xa + 5x3 2 3

4x, +7X1-ZI) 22
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Dual Primal
If ¥1. ¥2. ¥3. ¥a and ys are dual variables corresponding to
the five primal constraints in given order, then the dual of
this primal LP problem is:
Maximise Z* = 7y, + 4y» — 10y; + 3ys + 2ys
Subject to the constraints
3y, +6y;—Tys+ys+4ys<3
Syi+ yr+2y3—2y.+Tys<-2
4y + 3y, +y3 + 5ys—2ys<4
and Yo Y2 ¥3. ¥4, ¥5 20
Example 53: Write the dual of the following LPP in
standard form:
Minimise Z = 2x, + 3x; + 4x;,
Subject to the constraints
2x) + 3%, + 5x3 22
3!1 +X1+7X]=3
X +4x;4+ 6x3<5
X, Xa 2 0, x3 unrestricted.
Solution: Standard Primal
Changing the third constraints, the given LPP is
Minimise Z = 2%+ 3x2+ 4x,
Subject to the constraints
2x; +3x34 5x322
3y +x;+7x3=3
-X) — 4X2— 6XJ =2-5
Xy, X2 2 0, x3 unrestricted.

Dual Primal
The dual of this problem is:
Maximise Z* = 2y, + 3y. — 5y;
Subject to the constraints

2y,+3y;-y3<2

3y, +y;—4y;=3

5y1+7y2—6y; <4

¥1. Y2 20, y; unrestricted.
The standard form of the dual is:
Maximise Z*=2y, +3y, —5(y; —¥;)
Subject to the constraints

2y, +3y, = (y; —y;)s2

3)’1 +Y, -4(3"1 -Y:)=3

5y, +7y, -6(y, —y;)s4

Y Y ¥3.¥; 20,
Where, ys. being unrestricted, is equal to y3 —y3

Example 54: Write the dual of the following LP problem:
Maximise z = 5x; + 6x;
Subject to 4x; + 7x; =20

SX| + 212 =10

6x, +8x;=25

Xp, X2 20

Solution: Primal is
Maximise z,= 5x; + 6x;
Subject to
4X| + 7Xz =20
5x;+2x;=10
6 x,+8x;=25and
X1, X2 2 0;

MBA Second Semester (Quantitative Tec
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Since 1%, 2™, 3™ constraints in the primal are equalities,
the corr'csponding dual variables y;. Y2 ¥3 Wwill be
unrestricted in sign.

Dual is
Minimise z, =20y, + 10y2 +25¥3
Subject to
4y +5y2+6y125
Ty;+2y:+8y3=6

and y,,y2.y3 unrestricted in sign

Example 55: Convert the L.P.P from Primal into Dual:
Min Z = 10x; + 15x;

Subject to the constraints:
3Ix; —4x; <24
3X| + SXZ > 20
Where X X2 > 0

Solution: Standard Primal
Since the objective function of the given LP problem is of
minimization, the direction of each inequality of < type
has to be changed. The standard primal LP problem so
obtained is:

Min Z = 10x; + 15x;

Subject to the constraints
—3x,+4x2>-24
3Ix; + 5x2 220
Where x|, x2 2 0

Dual Primal
If y, y2 are dual variables corresponding to the primal
constraints in given order, then the dual of this primal LP

problem is:
Maximise Z* =—24y, + 20y,
Subject to the constraints —3y;+3y:<10

4y, +5y;<15 and y;,y>20,

Example 56: Obtain the dual problem of the following

LPP: .
f(x) = 2x; + 5x3 + 6x;

5x) 4+ 6x;-x356
=2x;+ X2+ 4x354

X —=5x3+3x;51
—3X|—3X1+7X_156
Xy, X2, X320

Also verify that the dual of the dual problem is the primal
problem.

Solution: Dual of Dual of a Given Primal is again a
Primal
Write down a primal problem with proper variables,
constraints and non-negativity restrictions. Then convert
this in to its dual and then convert this dual in to its dual
which is equal to primal. The dual of the given LPP is
Minimise Z* = 6y, + 4y, + y; + 6y,
Subject to the constraints
SY1=2y2+yy—3y,22
6y1+y2—Sy;—3y,25
“Yi+4y:+3y,+ Ty, 26
YuY2¥ynys20

Maximise:
Subject to:
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Taking dual again, we obtain
Maximise
VAR 2z, +52, + 6z,
Subject to the constraints
52+ 62;-2,56
=2z)+2;+42354
2-52,+ 32,5 |
-3z, - 321 + 723 <6
Z1.22,2320,

This is equal lo primal. Thus Dual of Dual of a Given
Primal is again a Primal.

1.7. SENSITIVITY

ANALYSIS

1.7.1. Introduction

The study of “sensitivity” in respect of a Linear
Programming’s optimal solution along with parameters
discrete changes (variations) is termed as Sensitivity
analysis. These changes lead to a varying degree of
sensitivity where changes in optimal solution may vary
from no change at all to a substantial change for a given
LP problem. Thus, sensilivity analysis helps in
determination of the range over which there is no change
in the optimal solution along with change in LP model
parameters, instead of resolving the entire problem with
new parameters as a new LP problem. The range for lower
and upper parameters within which value may be assumed
is easily known from the original optimal solution table
that is considered as an initial solution table. The
sensitivity studying process for an LP problem optimal
solution is generally termed as post-optimality analysis
because it is done after obtaining the optimal solution for a
problem where assumption is made that for model, a given
parameter set has been obtained.

1.7.2. Effects on an LP Model by

Sensitivity Analysis

During the sensitivity analysis, 5 types of the discrete

changes may be investigated in the original LP model.

These changes are as follows:

1) cjthe cost or profit association per unit with both non-
basic as well as basic decision variables (objective
function’s co-cfficients).

2) b, resources availability (constraint's right hand side).

3) ajresources consumption per unit of product (decision
variable's co-efficients in constraint’s left hard side).

4) New variable addition to the LP problem.

5) New constraint addition to the original LP problem
model.

1.7.3. Graphical

Sensitivity Analysis

The graphical method is used in this approach for
obtaining the solution for a linear programming problem.
For example, consider the following problem:

Approach to

MIET 5

IHEII_‘;_'I':ILE

Maximize Z =40x, + 35x; Profit
Subjectto ° 2x, +3x;560 Raw
Material Constraint 4x, + 3x; S 96 Labour
Hours Constraintx, X2 £ 0

Here, x, gives the product A's number of units and
similarly x, gives the product B's number of units.

Figure 1.14 shows the graph in which all constraints and
Iso-profit lines are depicted as follows:
X3
401

Labor hours constraint, slope
==4/1

3¢

Iso-profit line
slope = ~40/35

107

10 0 C° 30 40
Figure 1.14: Graphic Presentation — Sensitivity Amalysis
The point B in figure depicts the optimal solution to the
LP in which Z = 1,000, x; = 8 and x, = 18, where basic
variables are x; and x, Now, in turn one must examine
how would there be any change in objective function co-
efficient in the problem (c]'s) or any change in this

solution’s right-hand-side (b,'s).
Changes in Graphical Method

Due to the analysis of sensitivity, several changes take
place which are as follows:

Changes in Graphical Method

Changes in Objective
Function Coefficients Changes in Right-Hand-Side

(RHS) Valu=s (of Constramts}

Shadow Prices

1.73.1. Changes in Objective Function

CoefTicients

Both products in the above optimal solution are produced
as such. Now, if the product A's profits were o
sufficiently increase, then the optimal solution is to
produce only this product, and similarly if the product A's
profits were to sufficiently decrease, then optimal solution
for the company will be not to undergo production for this
product, and only production of product B will be
optimised. Now, we have to determine the profit values for
product A such that current product mix will give optimal
solution. In other words, if p; is the per unit profit for
product A, then to keep the current basis optimal what
value of P; should be taken.
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Presently, P, = 40 where each iso-profit line will fall on
linear line 40x, + 35x; = a, where 2 is constant, or we can
say x; = (— 40/35)x, + constant, and thus s_Iopc of L!us line
will be —0735. Remember, a line possessing equation y =
bx + a will have a slope b. By following this, the slope of
the line representing labour hour constraints is —4/3 and
the line representing the raw material constraints is =2/3.

From the graph. it is observed that any change in P, leads
to flattening of iso-profit line in comparison to raw
material constraint. It results in changing of the optimal
solution to a new level (Point A) from the current level
(Point B). Along profit P, the slope of raw malterial
constraint will be =2/3 and that of iso-profit line will be —
P,/35. This follows the rule that —P;/35 must not exceed —
2/3 for the solution (o be the same and optimal. Thus, there
will be flattening of i1so-profit lines as compared to the raw
material constraint if P, < 7073 or (-P\/35) > -2/3, and
there will be no optimal solution in current basis.

Likewise, if there is steepening of iso-profit lines
comparatively to the labour hour’s constraint line, then
there will be a change in the optimal solution to a new
level given by point C. With this constraint's slope being
—473, P, > 140/3 or —-P,/35 < —4/3 will be followed and
point C will be optimal solution and there will be no
optimisation of current basis. Thus, keeping all other
parameters unchanged for 70/3 < P, < 140/3, there will be
continuation of current basis to be optimal and company
will continue the production of 8 units of product B and 18
units of product A. Of course, there will be a change in
profiteven if 70/3 < P, < 140/3.

Likewise, determination of the range of profit values can
be done on product B, say P, for which there would be no
change in optimal solution. Here, there will be shift in
optimal solution to point A and point C while the
conditions be —<40//P, > —2/3 or P, > 60 and —40/P;, > —4/3
or Py < 30 respectively. Thus, unaliered optimal solution
can be obtained under condition 30 < P, £ 60 keeping
other parameters unchanged.

1.7.3.2. Changes in Right-Hand-Side(RHS)

Values (Constraints)

Graphical determination can help to determine whether
any change in the right hand side of constraint would lead
to change in current basis making it no longer optimal.
Let’s consider the raw material constraint at first where b,
is the available quantity which is 60 at present. An
increase in by leads to upward shift in the constraint
paralle] to its actual position currently and a decrease in b,
will lead to downward shift in the same. Since, both
constraints are bind to the current optimal solution, thus
due 1o any change in b, as long as the point where there is
binding of both these constraints remains feasible. There
must be occurrence of the optimal solution at the point of
intersection of these constraints,

It is observable from thc.ﬁgure 1.15 that when b, > 96,
there shall be no longer optimal salution for the current
basis. Also, at the point where b; = 96 and two constraints

econd Scmester (Qunmita!i\'c Techniq

MIET

IHEII';_'I':ILE

ves for Decision Making) Aug

ris K, where value of x; =0, x; = 33
mployment of both the resources,
Jonger optimal solution with respecy
< 48. There is intersection of twg
ith value of by= 48. There will be
indi with x» < 0 at an infeasible point while the
Ez;glcnifogliywill belless than 48 and.hcnce no optimal
solution will be there on the current basis.

2

intersect cach othe
and there is full €
Likewise, there is no
to current basis when by
constraints at point C w

50+

b;-_- 120

Raw material
constraint, b, = 60

~ X1

10 20 € 30
Figure 1.15: Grophic Presentation: RHS Ranging
Thus, it is clearly visible if 48 < b, < 96, keeping the all

other parameters unchanged, optimal solution can be
obtained on current basis. It is noticeable that although the

current basis comes out 1o be optimal at condition 48 < b,
<96 , still there may be changes in the values of objective
function and the decision variables (x; and Xz).

For example, there would be change in optimal solution
from point B to point BC (another line segment) if the
condition is 48 < b, < 60, and while the condition is 60 <
b, < 96, there would be change in optimal solution from
point B to the line segment BK's some other point.

The second constraint's range of values for the optimal
solution on the current basis can also be determined
through this which remains unaffected. Consider b, be
the value of RHS which is 96 at present. To hold the
optimal condition, value of by can be increased up to
120 keeping both the constraints bound to each other
where revision of lower limit may get to 60. This means
on the current basis, optimality shall be valid for the
range 60 < b; < 120.

To obtain the optimal solution, a range for current basis
may be easily determined that how change in constraint's
RHS (right-hand-side) value changes the decision
variable’s value. Recall that current basis remained
optimal for value ~12 < A < 36 on changing the value of by
to 60 + A. Since binding of both the constraints is
evaluated due to the current basis; the new decision
vanal.)lc's new values are easy to find by solving the
cqua;uo.ns.l:ax;l + 3%, =96, and 2x, + 3x, = 60 + A, which
results in the values of x, and =18- .=

DA respectively, | ST Anand Es 8
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A decrcase in oulput of product A and simultaneous
increase in product B's output can be attained by increasing
the raw material availability. Suppose, the increase in AW
material is to 72kg, then change is represented as 4 = 72 -
60 = 12, for which optimal mix would come out t0 be x; =
18 — 12/2 units and x, = 8 + (2/3) x 12 = 16 units and the
total profit tumns out ta be 1,040,

Likewise, in the casc when the labour availability changes
10 96 + A, then the optimal solution on current basis comes
oul to be =36 S A < 24, Now again as there is bound of
both the constraints on current basis, thus thc new optimal
solution is obtained by gelting solution of the cquations
simultancously, which are 4x, + 3x; = 96 + A and 2x; +
3x, = 60. The values of x, and x,comes out to be x; = 18 +
A2 and x; = 8 = A/3. Also, the total 90 hours availability
will give change of A = —6 for which the optimal solution
values will be as follows; x, = 18 -6/2=15and x; = 8 -
(-6/3) = 10, and Z =950.

1.7.3.3. Shadow Prices

Any change in profit occurring duc (o unit change in
resource’s amount is termed as the shadow price of a
resource. Thus, shadow price deals and states how RHS
constraints value changes the optimal Z-value of overall
solution. Formally /it may be described that the i
constraint’s shadow price of a linear problem
programming is defined as the amount that helps to
improvisc the optimal value of the objective function (so
that for a maximisation problem, Z-value increases and for
a minimisation problem, Z-value decreases) by increasing
the RHS constraint's value by unity. However, this is only
applicable if the RHS variation of the constraint i leave the
optimal solution with current basis.

In above example, if the available raw material is 60 + A
kg on keeping the optimal solution at the current basis,
optimal solution comes out to be for values x) =18 - A/2
and x, = 8 + (2/3 )A. Also, the value for optimal solution
for Z-value is 40 x (18 — A/2) + 35 (8 + 24/3) or 1,000 +
10A/3. Thus, an increment in raw material by unit (A =1)
shall lead to increase in profit by 10/3 as long as an
optimal solution is obtained with the current basis. Hence,
raw materials shadow price comes out to be 10/3 per kg.

Likewise, if labour hours availability varies as 96 + A, the
variable's optimal values with current basis over the range
tends to be optimal at values x; = 18 + A2 and xa =8 -
AJ3. The value of Z, objective function with these decision
variable's values would come out to be 40 (18 + A/2) + 35
(8 - A/3) = 1,000 + 25A/3. The current basis that holds
within a particular range, for that each additional hour
adds a profit of 25/3 whereas reduction by each hour will
also reduce the profit with the same rate. Accordingly,
labour's shadow price comes out to be 25/3 per hour.

1.7.4. Simplex Method Approach to

Sensitivity Analysis
A simplex table is drawn in this approach with the help of
simplex method of LPP for obtaining the optimal solution.

MIET 3
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Cnanges in Simplex Method
Various changes can be made in the simplex methods

which are as follows:

Changes In Simplex Method

Addition of Constraints Deletion of a Constraunt
Addition of a Vanable Deletion of a Vansble
1.7.4.1.  Addition of Variables

In most of the cases, on adding a new variable, there must
be re-solving of the problem. However, there is a
procedure of net marginal profit that helps in determining
whether the new variable addition will possess any impact
on the optimal solution or not. The difference between the
total marginal resources cost and that of the objective
function co-fficient is termed as the Net marginal profiL.
The total marginal resources cost can be casily calculated
with the use of shadow price's current values.

Example 57: Consider the following table which presents
an optimal solution to some linear programming problem:

-2 |4 [1 (3|2 ]0 |0 0
Cr | Vectors In basls [ Xa [Yi|Y)|Ys|Ya|¥elVe 1Y Y
2 Y, 3 |1 |o o [-1]o |0s]o2 |-1
4 Y; 1 (o[t fol2]1 |-1l0 |05
1 Y 7 o lo |1 I-1]-2|5 |-03]2
z 17 (o lo Jo f2 lo |2 Joa |2

If the additional constraint 2x; + 3xz — X3 + 2X4 + 4Xs <5
were occupy to the system, would there be any change in
the optimal solution? Justify your answer.

Solution: The optimal solution from the above table is
x; =3, x2= | and x, = 7 (basic);
Xy=Xs=Xg=X7=Xy=0 (non-basic)

This also satisfies the new additional constrainL,
2x, +3X1-X)+2X4+4X5 <5

Thus the optimum basic feasible solution of the original
problem does not change if we introduce the above
constraint to it. Hence the additional constraint is
redundant and the optimum solution of the given L.P.P. 1s
also optimum for the new L.P.P. If the addinonal
constraint of right-hand side constant is 1 instead of 5,
then the optimum solution does not satisfy the additional
constraint. In this case the modified optimum simplex
table is obtained by inserting the entries corresponding (o
the new additional constraint. Dual simplex method is then
used to obtain tHe revised optimum solution. It may be
observed that the optimum value of the objective function
remains the same, while the new optimum basic feasible
solution will be:
x1=3,x=0,x3=9%and xs = |.

1.7.4.2.  Deletion of Variables

If in the optimal solution, the variable to be deleted is
zero; in that case there will be no effect on the optimal
solution on deleting the variable. If in the optimal solution
the variable to be deleted is not zero, there must be re-
solving of the problem to obtain the optimal solution.
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A worse objective function value is generally obtained by
deletion of a non-zero variable in the original optimal
solution. The resulted solution is basically one that is at
best no better as compared to the original objective

function value.

1.7.4.3.  Addition of Constraints

In a linear programming model, on adding a constraint,
the first step is to determine whether the current optimal
solution will satisfy with this constraint or not If
condition of optimal solution is satisfied, there is no
need to resolve the problem. However, if there is
violation of the new constraint, there must be resolving
of the problem. Due to mare constraints in the problem,
the optimal objective function value obtained will not
be better as compared to the original optimal value
which is smaller for maximisation and larger for the
maximisation problems.

Example 58: Given the L.P.P.

Maximize z=3x; + 5x;
Subject to:
X, £4,
3x,+2x,<18

andx,,x, 20.

If a new variable x;s is introduced, with ¢s = 7 and a5 = [1,
2] discuss the effect of adding the new variable and obtain
the revised solution if any.

Solution: Introducing slack variables s,20,s,20 and

then solving by simplex method; the optimum solution is
displayed in the table given below:

Cp | ¥Yn | Xp Yi | Y2 [ Y¥Yal Y4
0 |y |4 | 0|1 |0
5 1y,19 32(1 |0 )12

z(=45)19/2 (0 |0 | 572

From the above table, we observe that

1o
=[4,9]and B =[ ~ -
X, =[4.]an (0 1/2)

Since a new variable xs is introduced, we compute
10
=B™a,=| —— [[L2]=[L1].
Y, s (0 ”2J[ 1=[L1]
and z,-c,=c," y,—¢,=(0,5)[1,1]-7=-2.

This indicates that the condition of optimality is violated.
Therefore a new (improved) optimum solution can easily
be obtained by entering ys into the basis:

Cp | Yo | Xp Yi [ Y2 ¥ Ys | Y

0 [y, |4 1 Jo[1]o |1

5 |y, |9 (1o ]l

| z=45) [92 [0 |0 | 5] -2

Final Iteration: Optimum solution.

]fn ,_\’n Xp Y1 Ya (¥ | ¥4 | ¥s

[7 1y |4 1 01 [0 |1
51y,/5 12 1 [=1[172]0
2=53) | 132 |0 |2 [52]0

A ——SSSTEII
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Optimum solution is
X = 0, x:= 5,an
instead of 7, then we would have,

d xs = 4 with maximum z = 53.

If we have cs =3
15—C$=2>0-

Thus the optimality of the given problem is not affected by

the post-optimal addition of xs.

1.7.4.4. Deletion of Constraints

There may be two types of constraints to.b etec
linear programming problem. These are Cllh.el' binding or
unbinding (redundant) constraints on the opmn-al so_luuon.
There will be no impact on the optimal solution in case
unbinding constraints are deleted, as they only help in

enlargement of the feasible region.

e deleted in a

Moreover, there will be no impact on the optimal solution
if there is no binding because of constraint having 2 slack
or surplus variable of zero value in the basis matrix. There
will be post-optimality problem in case a binding
constraint is deleted from the LPP. Thus addition of one or
two new variables is the simplest way to go along with this

kind of problem.

For example, assume a new product Big Squirts which
requires 5 minutes for the production,'needs 3 pounds of
plastic for production and can produce a yielding profit of
10 per dozen. So the model for such a problem is:
Maximise 8X,+ 5Xz+ 10X,
Suchthat 2X; + X+ 3X; < 1000 (Plastic)

3X, + 4X; + 5X; < 2400 (Production time)

X, + X2 + X3 <700 (Total units)

X, - Xz + < 350 (Space ray/Zapper mix)

X, X2, X320

The constraint’s shadow prices for the above problem
comes out to be: 23.40, 20.40, 0, and 0, respectively.

Thus, for the production of a dozen Big Squirts the net

marginal profit comes out to be:
210 - ((23.40)(3) + (0.40)(5) + R0)(1) + R0)(0)) =-X2.20

Thus, production of Big Squirts would not be profitable
and thus the optimal solution remains production of 320
dozen Space Rays and 360 dozen Zappers. In case the
profit per dozen for the Big Squirts had been 135, there
would have been a net margin of ¥2.80. A new optimal
solution is indicated via this which includes Big Squirts
production yielding an optimal profit that is higher.

Example 59: Consider the optimal Table of a
maximisation problem:
Table 1.17

] 3 S 0 0 1
G Y | X% x |n|x| x| x
1 Xs 4 ] 0 1 0
5 X3 b] 172 L[ -1 | 1R

3-¢ B l1BRlof2|sn

(=310 ]

Fin-d the change in the optimal solution, when the basic
variable x, is deleted.
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Solution: Since this problem is of maximisation type We
assign a cost — M to the variable x;. The modified simplex
table becomes:

Table 1.18
(] 3 [-M] 0 0 1|7
Cn | Yu[Xs Xy Xy | X3 x,i Xs
7T 1x]4 | 0 | 0 |
Mz (S om [ 1] - 0
-M+8 |0 [M+7|-M2 |0
2
First Iteration: Introduce x4 and drop x;.
Table 1.19
Cp | Yp | Xp | X [ % | % | X4 | X
7 Xg 4 1 0 1 0 |
0 Xy 10 1 2 | =2 1 0
28 4 | M 7 0 0

Since all z;— ¢; 2 0, the current solution is optimum. The
optimal solution to the new problem is:
x, =0, x, =0and x, =4 with maximum of z=28.

1.8. EXERCISE -

1.8.1. Short Answer Type Questions

1) What is quantitative technique?

2) What are the characteristics of quantitative technique?

3) Discuss the quantitative approaches to decision making.

4) Whatis the role of QT in decision making?

5) Discuss the quantitative approach to problem solving.

6) Classify the models of quantitative techniques.

7) What are the general methods of solving quantitative
models?

8) Explain the quantitative analysis process in detail.

9) What are the advantages and limitation of quantitative
techniques?

10) What is the scope of quantitative techniques?

(1) What is Graphical Method? Give the procedure of
graphical method.

12) Explain the areas where linear programming can be
applied.

13) What is Simplex method?

14) What do you mean by Linear Programming? Describe
the limitations of L.P.

15) What are the components of linear programming?

16) What is the meaning of duality? What is the principle of
duality?

17) Explain dual simplex method.

18) What is sensitivity analysis?

19) Give the simplex method approach to sensitivity
analysis.

1.8.2. Long Answer Type Questions
1) Solve the L.P. problem:
Minimise: Z=x;-3x3+2%,
Subject to the constraints:
3xj—-x2+ 3X]£7
—21| + 4X2 <12
—4x, +3x;+8x3 210

nnd ‘xllle xlzo

2)

3

4)

3)

6)

7
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[Ans: Max Z = 11,;,=4,x,=5.x.=0.hﬁn2=—ll.x|
=4,Xl=5.11=0]

A company makes two kinds of belts. Belt A is of high
quality and belt B is of lower quality. The respective
profits are ¥8 and 6 per belL Each belt of type A
requires twice as much time as belt of type B and if all
belts were of type B, the company could make 1,000
belts per day. The supply of leather is sufficient for only
800 belts (both A and B combined). Belt A requires a
fancy buckle and only 400 such buckles are available per
day. Three are only 700 buckles a day available for type
B. Determine the number of belts to be produced for
cach type so as to maximise profit Formulate and solve
the problem graphically.

[Ans: x(A type belt) =200, y(B type belt) = 600

max z = 5200]

Use simplex method to solve the problem:
Minimise:  15/2x, - 3x;

Subject to the constraints:

Ix|—X3—X3 23

X —Xy+X32 2

and xj, %X2. X320

[Ans: x; = 5/4, X, =0, xy=3/5, Minimise Z = 0]

Solve the L.P.P.

Max Z=3X,+2X,

Subjectto  4X;+3X,< 12
4%, +X;<8
4X| - x: <8
X.. X1 20

[Ans: X, =32, X,=2and, MaxZ = 172]
Using simplex method solves the L.P.P.
Z=X,+Xy+3X%

3X, +2X, +X;€3

2X, + Xa+2X;,<2

X X:X,5.20

[Ans: X, =0,X;=0,X;=1,Max Z=13]
Solve graphically the following LPP:

Maximize
Subject to

Maximise Z= 8X| + lr)Xz
Subjectto X, +x,<200
X< 125
3X| + 6X2 < 900
Xie XzZO

[Ans: x, = 100 x; = 100 and Max Z = 2400 or x, = 50 x,
=125 and Max Z = 2400]

Solve graphically:

Maximise Z = 10x, + 15x;

Subjectto  2x,+x;<26
2x, + 4%, <56
X —%2 -5
X, X220

[Ans: x, = 8 and x, = 10 and Z is maximum (it is equal
to 230]
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8) A relired person wants to invest uplo an amount of
30,000 in fixed income sccurities. His broker
recommends investing in two bonds — Bond A yielding
7% and Bond B yiclding 10%, After some consideration,
he decides to invest at most ¥12,000 in Bond B and
atleast 6,000 in Bond A. He also wants the amount
invested in Bond A 1o be atleast equal to the amount
invested in Bond B. What should the broker recommend
il the investor wanis 0 maximise his retum on
investment? Solve graphically.

[Ans: (invest 218,000 in Bond A ond 12,000 in Bond
B. It would yield a retumn of 22,460]

9) Solve the LPP by simplex method.
Maximize: z = 3x + 5x, + 4x,
Subjectio 2x, + 3x, < B8

2x, + 5x, S 10
3x, + 2x, + 4x, < 15

and x;, x; X320
[Ans: x; = 89/41, x,=50/41, x, = 62/41; max z =765/41]

10) Use the simplex method to solve the following LP
problem.
Maximize Z = 3x, + 5x; + 4x,
Subject to 2x; + 3x,< 8§
2x;+ 5%, 510
3X| [ 2 212 +4X3 <15
and Xj, X2, X3 <0

[Ans: x, = 89/41, x; = S0/41, x; = 62/41; Max Z =102 |
41

11) Solve the following problem using simplex method

Maximize Z=2Ix, + 15x;
Subject to —X;—2%x;2-6

4X| + 3K2 <12

X1 X2 =20

[Ans:x, = 3, x; =0, Max Z =63]
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12) Mahendm is in jewellery business apd makes rings and
bracelets of silver and gold. Each ring takes 3 units of
silver and 1 unit of gold and cach bracelet takes 1 unit of
silver and 2 units of gold. Mahendra has 9 units of silver
and 8 units of gold. Each ring brings !4(_) as profit and
each bracelet 250 as profit. His objective is lo maximise
profit. Develop a lincar programming model am.] obtain
the optimum solution and then answer the I'ollm\'rmg:

i)  What happens if Mahendra has 1 unit less silver?

ii) What happens if he has | unit more gold?

iii) What happens if the contribution of rings increases
by 10 per ring?

[Ans: Optimum solution: 2 rings and 3 bracelets;
maximum profit is ¥230.

i) 1.6 rings and 3.2 bracelets; maximum profit is ¥224.
ii) 1.8 rings and 3.6 bracelets; maximum profit is Y252.

iii) Solution remains unchanged but maximum profit
increases to ¥260.]

13) Write down dual of the following LPP and solve it:
Maximise Z=8x, +4x;

Subject to the constraints:
4x, + 2x, <30
2x;+4x,<24
X X2 20

[Ans: Minimise Z* = 30w, + 24w,

subject to the constraints:
4W| +2w,2 8
2W| + 4\V1 24
w2 0 and
wy2 0

Optimum solution: x; = 6 and x, = 3; maximum z = 60]
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Unit 2

Linear Programming Extensions

2.1. TRANSPORTATION MODELS

2.1.1. Introduction

Transportation model is defined as the study of optimal transportation and resource allocation.

Transportation model is defined as the distribution of goods from many points of supply lo a number of points of demand,
where the points of supply are known as origins or sources and points of demand are known as destinations or sinks. It is
also involves in determination of the minimum cost to allocate to a product from several supply sources 1o
several destinations,

The transportation problem is to transport different amounts of a single homogenous product, which are
initially kept at various origins, to different destinations with the objective of minimising the total
transportation cost.

For example, let us consider a cold drink manufacturing company has four plants which are situated in four different
cities. Shops which are located in four different cities consume the total production of these four plants. Here in this
example, supply and demand of cold drinks lead to a transportation problem as we need to find a transportation schedule
that minimises the total cost of transporting cold drinks from different plant locations to various shops.

Transportation model is a special class of the linear programming problem (LPP).

2.1.2. Mathematical Model of Transportation Problem

Given m sources and n destinations, the supply at source i is a; and the demand at destination j is b;. The cost of shipping
one unit of goods from source i to destination j is c;;. The goal is to minimise the total transportation cost while satisfying
all the supply and demand restrictions.

Let,
a; = Quantity of commodity available at origin i.
b, = Quantity of commodity required at destination j,
cij = Cost of transporting one unit of commodity from source/origin to destination j
x = Quantity transported from origin i to destination j.

Then the problem is to determine the transportation schedule so as to minimise the total transportation cost satisfying
supply and demand constraints.

Mathematically, the problem may be stated as a linear programming problem as follows:

m n
Minimise Total Cost Z=Z Zcijxu
i=l J=I

Subject to Y x =0, fori=12...m

lej =b‘ forj=1.2.....,n

And x;20 foralli=1,2,...,mand j=1.2......n




S R AT ——
MIET

INSTIEETINE

MDA Second Semestef (Quantitative T

rully presented 03 <hown in tMNspo

echnlques for Declsion Making) AUC

58

For case in presentation and solution, o transportation problem is gene
Table 2.1: Trunsporiation Tnble
Origin Destination ()

m \ N i
0 Y @ cn @ Cin @ el
0: ] @ o Cin @ 0

ration table 2.1,

Supply(ay)

0. Conl @ Cma @ Coun @ Bin

b; e by bl = Zb]

Demand, b.l b|

Let Oy, O, ..., Oy be m plant having ay, ag, ...., 8y product respectively is. Let dy, daeces d, be n destinations each of which

have the by, by, ...., b, requirements respectively.

The objective function minimises the total cost of transportation (z) between various sources and destinations. The constraint i
in the first st of constraints ensures that the total units transported from the source 1 is less than or equal to its supply.

The constraint j in the second set of constraints ensures that the total units transported to the destination j is greater than or

equal to its demand.

Total Supply = Total Demand

m n
Zn, =Z Xpj (Also called rim condition)
I=1 =1
That is, the total capacity (or supply) must be equal to the total requirement (or demand).

Example 1: Therc are three fertilizer plants A, B, and C of a Tata Chemicals in Lucknow. The production of fertilizer at

every plant is as follows:
Plant A: 7 million tonne Plant B: 6 million tonne Plant C: 12 million tonne

The four distribution centers of company demands the following quantity from these three plants:

Distribution Centre X: 8 million tonne Distribution Centre Y: 8 million tonne
Distribution Centre Z: 4 million tonne Distribution Centre W: 5 million tonne

For each one million tonne quantity transported by every plant to each distribution centre, the costs are in hundreds of

rupees as shown in table below:
Distribution Centre
Pant YTy [z [ W
A t s |13]9 |
B 3] 2 8 3
c [7]w[17]n]
Solution: The standard form for this transportation problem is illustrated below:
Distribution Centre
Plant
X Y Y4 W Supply
A = Xu:s X|3=13 X|4=9 7
B X = Xu=2 XD=B X;‘=3 6
C =7 | x2=10 | xn=17 | xy=1l 12
Demand 8 8 4 5 25
25

Each cell of table x;y, Xj2: ..., X34 sShows the % .
supply and demand respectively. transportation cost. The right column and bottom row of table illustrates the
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2.1.3.  Assumptions in Transportation Problem

1) The total requirement at different destinations is cqual to the available quantity of the item a1 various sources.
2) The ltems can be transported ensily from all sources to destinations,
The cost of the product for uniy trunsportation from ull sources 10 destinations |s definitely and exactly known.
4) The cost of transportation on n given route is dircctly proportional to the number of units transported on that rmute,

5) To minimise the total transportation cost for the organisation as a whole and not for individual supply and distrhution
centres is the main objective.

The demond of n destination can be satisfied by the use of more than one source

2.14.  Types of Transportation Problems

There are mainly four types of transportation problems:

Linear Progmmming Guienslons (Unit 2)

6)

Types of Transportation Problems

Balanced Transportation Problem

Unbalanced Transponation Problem

Minimization Transportation Problems

Maximization Transportation Problem

1) Balanced Transportation Problem: If the sum of the supplies of all the sources is equal to the sum of the demands of

all the destinations, then such type of problem is known as balanced transportation problem. Mathematically, it is
represented by the following relationship:

iaﬁibs

=1 j:l

2) Unbalanced Transportation Problem: If the sum of the supplies of all the sources is not equal to the sum of the

demands of all the destinations, then this kind of problem is known as unbalanced transporation problem.
Mathematically, it is represented by the following relationship:

m n
2a#Y b
i=1 i=l

m n
IfZa, 2 Z bj . then include a dummy destination to absorb the excess supply.
i=l j=1

m n
If E ;S Zb j » then include a dummy source to absorb the excess demand.
=l j=I

3) Minimisation Transportation Problems: Generally, transportation model is used for solving the cost minimisation
problems. It is also used for solving the problems in which objective is to maximise total value or benefit.

4) Maximisation Transportation Problem: Generally, transportation model is used for solving the cost minimisztion

problems. It is also used for solving the problems in which objective is to maximise total value or benefit. In this case
- the unit profit or pay-off p; related with each route,(i, j) is given instead of unit cost Ci

Then the objective function in terms of total profit or pay-off is defined as follows:

Maximiscz=i i P‘J XU
i=1 j=1

2.1.5. Some Basic Solutions for Transportation Problem

1) Feasible Solution: A feasible solution to a transportation problem is referred to as a set of non-negative values X, i =
1,2,.,m;j=1,2, ...,n that satisfies the constraints,

2) Basic Feasible Solution: Basic feasible solution for a transportation problem is a feasible solution that has not more
than (m + n -1) non-negative allocation.

3) Optimal Solution: An optimal solution is a feasible solution (not necessarily basic) which minimises the total
transportation cost or maximises total revenue.

4) Non-Degenerate Basic Feasible Solution: Non-degencrate basic feasible solution of a transportation problem is a
feasible solution that has exactly (m + n - 1) allocation in independent positions.

5) Degenerate Basic Feasible Solution: A basic feasible solution which consists of less than (m + n — 1) non-pegative
allocation is known as degenerate basic feasible solution.
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2.1.6. Transportation Algorithm

The solution algorithm to a transportation problem may be summarised into the following s
Step 1) Formulate the Problem and Setup in the Matrix Form: The transportation prob
manner as the LP problem is formulated. Here the total transportation cost is the objective function and supply and demand
available at each source and destination is taken as constraints.

Step 2) Obtain an Initial Basic Feasible Solution: The following three methods are used to oblain an initial solution:
1) North-West Corner Method 2) Least Cost Method 3) Vogel's Approximation Method

The fallowing conditions must be satisfied by the intial solution which is obtained by any of the three methods:

1) The solution must satisfy all the supply and demand constraints which is also called rim condition.

2) The number of postive allocation must be equal 10 (m + n — 1), where m represents the number of rows and n
represents the number of columns.

leps:
lem is formulated in the similar

An?’ solution Whit.?h satisfies the above conditions is termed as non-degenerate basis feasible solution and the solution
which does not satisfy the above conditions is called degenerate solution.

Step 3) Test the Lnitial Solution for Optimality: The Modified Distribution (MODI) method is used for testing the
optimality o.f the solution obtained in step 2. Stop the procedure if the current solution is optimal. If solution is not normal
then determine a new improved solution.

Step 4) Updating the Solution: Repeat step 3 until an optimal solution is reached.

2.1.7.  Phases of Solution of Transportation Problems

There are two phases in which all transportation problems can be solved:

Phase I: Initial Basic Feasible Solution: Generally, a transportation problem consist of *m' and ‘n" number of origins and
destinations respectively. A feasible solution exists when the following condition satisfies:

Ya=Yb
i.e., sum of the origin capacities must be equal to the sum of destination requirements.

In the transportation problem matrix, a feasible solution satisfies m + n— 1 number of allocations. ]
Also, the number of allocations which is equal to m + n — 1 is same as the order of matrix (m x n) or number of basic cells.

Following are some important methods which are used to determine the initial basic feasible solution:
1) North-West Method,

2) Matrix Minimum/Least Cost Method, and

3) Vogel's Approximation Method.

Phase II: Optimum Basic Feasible Solution: An optimal solution is defined as a basic feasible solution that minimises
the total transportation cost. The following two methods are used to obtain an optimal solution:

1) Stepping Stone Method
2) Modified Distribution (MODI) Method

2.1.8. Initial Basic Feasible Solution(IBFS)

The methods which are used in solving a transportation problem to determine an initial basic feasible solution can be
summarised as follows:

Methods of Finding Initial Basic Feasible Solution

Norh-West Cormner (NWC) Rule

Least Cost/ Matrix Minimum Method

Vogel's Approximation Method (VAM)

2.1.8.1. North-West Corner(NWC) Rule
In North-West Corner method, the initial assignment Is made in the left upper (north-west) cormer of the

transportation table.

The method can be summarised as follows:
Step 1: In the transportation table, the first allocation is done in the cell placed at the upper left-hand i.e., north-west comer

of the table. The amount allocated in the first cell should be the maximum possible value i.e., x,; = min (a,, b,). The cell (1,
1) in the transportation table is assigned this value xy;,
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! nation of the first column is satisfied or both, i diti
the basis of first llocagie. th. The following three conditions are evaluated on

1) Ifb>a;, move ventically downwards to the second row in the cell (2, 1) and make the second allocation of X3 = mun

(a2 by —a)).
2) U_bn‘(< a, If)nO;c)horizonlally right-side to the second column in the cell (1, 2) and make the second allocation of x;; =
min (@, - by, by).

3) Ifby=ay, then there is a tie for the second allocation. The second allocation can be done in cell (2, 2) in the similar
way as was done in point (1) and (2) mentioned above.

Step 3: In the transponation table, be

" gin from the new north-west comer and repeat steps 1 and 2 until all the requirements
are satisfied.

Advantages of North West Corner Method
1) Th|s.mclhod offers step by step solution and hence proves to be very effective.
2) In this method, optimum solution is obtained in a very simple manner.

Disadvantages of North West Corner Method
1) This method does not consider cost factor which is sought to be minimised.
2) To obtain optimal solution, North West Corner rule takes more time.

Example 2: Find the initial basic feasible solution of following transportation problem by applying NWC method:

P Q R Sopply
A 4 9 6 7
1] 5 5 3 10
C 7 6 9 9
D 3 8 4 16
Demand 9 13 20 42

Solution: To compute initial basic feasible of transportation problem using NWC method, the steps are as follows:
Step 1: First select the cell located at the North-west corner of above table, i.e., cell (A, P).

Step 2: Now allocate the possible minimum value taken either from supply or demand, i.e., minimum (7, 9) =7.
Hence allocate minimum value 7 at the cell (A, P).

Step 3: As the whole supply (7) of A is finished, hence shift to other cell (B, P).
Step 4: Total remaining demand at the P is now 2 units. So min (9, 2) =2.
Allocate this unit (2) at the cell (B, P)

Step 5: Since the demand is exhausted at the cell (B, P), we move to another cell (B, Q). Here the total remaining supply
is now 8 units. So min(8, 13)=8

Allocate this value (8) at the cell (B, Q).

Step 6: Total supply at the B is now finished, hence shift to another cell (C, Q). The remaining demand at Q is 5 units.
Sclect the min(5,9)=5

Allocate this unit (5) at the cell (C, Q).

Step 7: Since the total demand at Q is now exhausted, hence the remaining supply at the C is now 4 units. Move to
another cell at (C, R). Choose min (4, 20) = 4 units,

Allocate this unit (4) at the cell (C, R).
Step 8: Now remaining demand is now 16 units and total supply is also 16 units. Hence allocate this at the cell (D. R).

| Q R Supply

A @ o 6 7
B s@| s@ s 10
c 1 @ ®| o
D 3 8 1@ 16

Demand 9 13 20 42

Since the total number of allocation (6) equal to m(row) + n (column) — 1=4 + 3 — | = 6, hence the solution is feasible.
Total Transportation Cost =4 X 7+5x2+5x8+6x5+9x4+4x 16 =28 + 10 + 40 + 30 + 36 + 64 = 208
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Example 3: With the help of North-West Comer method. solve the following
w, | Wi | W W Supp‘!]
) 21|20 |30 |1s| 10 |
| 2} 60 | 25 | 50 | 35 8
Py s |16 |w] V
Demand | 6 | 7 | 8 [ 13 | 3
Solution: The allucations of units by using north-west corner method are shown below:
W, Ww; W, W, Supply
P, 21@ 40@ 30 15 10
P 60 25@ 5@ 55 8
Py 45 10 60® l 17
Demand 6 7 8 14 35
Since total number of allocations (6) is equal to m(row) + n(column) — =3 +4—1=6, hence the above solution is
feasible.
Transponation Cost (TC) =21 x6+40x4+ﬁx3+50x5+60x3+ 10x 14

=126+ 160+ 75 + 250 + 180+ 140=931

Example 4: Applying the North-West Comner method, solve the following transportation problem:

To
x| v | z|wW| Suopply
D, 4[5151]6 19
From D, 37125 15
D, s a4 |43 11
Demand | 9 |13 [ 16| 7 45

Solution: Using the North-West Comer method, the following allocations of units can be done:

From

To
% Y z w | Supply
D, s@| s s 6 | 19100
D, 3 1G)| 2@ | s |snn
D, 5 a 4@ | 3@)| nan
Demand | o0 | 1380 | 164 | w0 | as

Total Minimum Transportation Cost (TC) =4 x9+5x 10+ 7x3+2x12+4x4+3x7

=36+50+21+24+16+21=168
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Example 5: Solve the following transportation problem using North-West Corner method:

W, | Wy | W,y | Supply
P 1 6 |9 20
Py 5|17 ] 28
P, 4| 5|8 17
Demand | 21 | 25 | 19 65
Solution: Applying NWC Method, we have
W, W, Wy Supply
P, 7 6 9 20/0
P, O @D O
Py 4 5 8 @ 17/0
Demand 2110 25/0 19/17/0 65

Total Minimum T:ansportation Cost=7x20+5x 1 +7x25+3x2+8x 17 =462

2.1.8.2. Least Cost/Matrix Minimum Method
In least cost method, the Initial assignment is made in the cell having the smallest unit cost in the transportation table.

The following steps are involved in the least cost method:

Step 1: Select the cell (O, D)) from the transportation table which has the minimum unit cost and allocate maximom
possible to this cell. That row or column is eliminated whose demand and supply requirements are satisfied. If there is any
tie in the smallest unit cost for two or more cells then one selects that cell in which maximum allocation is possible.

Step 2: For all remaining rows and columns, adjust the supply and demand. Repeat the process among the remaining rows
and columns with the smallest unit cost.

Step 3: The process will continue until the supply at various origins and demand at various destinations are fulfilled.

Advantages of Least Cost Method
1) In this method transportation cost is considered and hence it provides accurate solution
2) In this method, it is casy and simple to calculate optimum solution.

Disadvantages of Least Cost Method
1) This method does not provide the solution which is closer to optimal solution.

2) This method does not follow any systematic rule in the situation when there is a tie in the minimum cost and personal
observation is used for the selection of allocation cell.

Example 6: Applying the matrix minima method, solve the following transportation problem:

Ay | Ar | Ay | Ay | Supply

8 | 12 | 8 | 6 | 4500
X 7 | 15| 7 | 13| 6000
X s | 9 | 10 | 11 | 7000
Demand | 6000 | 4500 | 3000 | 4000 | 17500

Xy

63
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Solution: Following allocation will appear while applying the matrix minima method:

To—
From A A, A, Supply
X, B 12 8 6 \ 4500/500/0 \
X 5 9 0 \ 7000/1000/ \
Demand 6000/0 450073500/ 3000/0 4000/0 17500
3000/0

Total Transportation Cost = 12 x 500 + 6 x 4000 + 15 x 3000 + 7 x 3000 + 5 x 6000 + 9 x 1000
= 6000 + 24000 + 45000 + 21000 + 30000 + 9000 = 135000

Example 7: Find the initial basic feasible solution of the following transportation problem using least cost method

From To ) w, | wy | w, | w. | supply
T, 4 | 6309 12
F 5 2 5 2 13
F, 7 |1 8 10
Demand 8 9 10 8 35

Solution: To find out the minimum transportation cost, first select the cell having minimum cost and then allocate the

maximum possible units in that cell, In case there are two cells have minimum cost (tie) then select that cell in which the
maximum allocation of units is possible.

From N Wi W, W, W, Supply
Fy 4 6 3 9 12
F, 5 2 5 2 13
Fs 7 ! @ 4 8 101

Demand 8 910 10 8 38

The minimum transportation cost (1) occurs in the cell (Fy, W) as shown in table above. Hence allocation at this cell is
min (9, 10) = 9 units, Now the demand at the W is fully exhausted, so cross-out this column. The remaining supply at the

F3 is now 1 unit. Until the total demand and supply not consumed fully, repeat this step for other cells also. The final
allocation table will be as follows:

o< W w W A\
LFrom 1 1 3 4 Supply
F, 4 @ 6 3 9 12200
F; 5 @ 2 5 2 13/50
OO
Demand 8/6/1/0 9/0 1070 810 35
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Since allocations (6) are equal to m (row) + n (column) — 1= 3 +4—1 =6, hence the solution is feasible.

Total Transportation cost =4x2+3x10+5x5+2x8+7xl+lx9=8+30+25+16+7+9=95

Example 8: Using matrix minima method, find out the initial basic feasible solution of following transportation problem.

Also calculate the total transportation cost:

Factory Warehouses Suopply
A|lBJ]CID
X 21 |16 125 ] 13 2]
Y 17|18 14 ] 22 27
Z 32127 | 12 | 4l 19
Demand | 14 | 15| 18 [ 20 67

Solution: Using the matrix minima method, the final allocation table will be as follows:

Factory A B C D Supply
X 21 lﬁ@ 25 13 21
v 17 1803 14 22 27
z 2 OO 19
Demand 14 15 18 20 67

Total Transportation Cost(TC) = 16 x 1 + 13 x20 + 17 x 14+18x134+27x1+12x18
=16+260+238 +234 +27+216=991

Example 9: Determine the initial basic feasible solution using LCM.

Destination
D, | D; | Dy | Dy | Supply
S, 21| 16| 15| 3 11
Supply S, 17118 14] 23 13
Ss 3227|1841 19
Demand | 6 | 10| 12 | 15

Solution: Using the matrix minima method, the final allocation table will be as follows:

D, D, Dy D, Supply
S 21 16 15 3® 11
S; 17 18 14 23 13
Sy 32 27 18 41 19
Demand 0 0 0 0

The total transportation cost =3 x 11+ 17x 1+ 14 x 12+ 32x5+27 x 10 +41 x4 =812

2.1.83. Vogel’s Approximation Method (VAM)
The vogel's approximation method is preferred for obtaining the initial basic feasible solution because the obtained
solution is either optimal or very close to optimal solution. Hence, it takes less time to reach the final solution.
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Various steps involved in Vogel'
Step 1: Identify the smallest and next-to-small

differences berween them which are known as
transportation table against the respective rOws and columns.

Step 2: Among all the rows and columns identify that row an

least cost in this identified row or co
climinated whose demand and supply requirements arc $a

rows then one sclects cither of them.
Step 3: For the reduced transportatio
Repeat the process until all the requirements are satisfied.

Advantages of Vogel's Approximation Method

1) Itisa very systematic method.

2) The time required to solve the transportation problem is com
3) This method involves less number of computations.

Disadvantages of Yogel's Approximation Method
1) The solution which is provided by this method is

2) This method proves to
Example 10: Determine the initial basic feasible solutions of

e below shows the cost struc

s approximation method are as follows: .
PP the tm_nspoﬂ.ﬂt.lon

est cost in each row of .
e penalties of eac

‘Penalties’. Write th

Jumn and allocate the feasible nu
tisfied. If there is any

be tedious when the given matrix is large.

following trans
ture of transportation problem:

d column which
mber ©

n table repeat the step 1 to calculate the column

paratively less.

nearest to the optimal solution.

h row and co

and row penalties and then go

portation problem so as the products are

ecision Making) AUC

ch row calculate the
lumn alongside the

nalty. Select the cell with

1. That row. or column is
for two or more

transported at a lowest cost. The tabl
To — N
E‘roml' F| F; FJ Fs _Supply
0, 6 | 4 1 5 14
0; 8 9 2 7 16
0, 2 6 3 4 15
Demand 10 12 15 8 45
Solution: The steps of Vogel's' approximation methods are described below:
To-  F, F; Fs F Supply Row Penalty
Fromd ITomIvy Vi
0, 6 4 l@ 5@ 412 |31 111
0]
2 8 9 2 4 16/1 512 - -
® Tt
0; 2 6 3 4 1515 1222 -
1
Demand 10 12 15 annr 45
> I 4 2 1 1
E
& o 41 2 - 1
E
: o - : = 1
S
v - 2 - |
v - 4 - ST
Vi - 41 - -

Step 1:
Step 2:
Step 3:

Initially calculate the penalties of each row and col
umn b i
Now detect the high penalty in each row and column ¥ SBmELRg it o suill st cats.
At the lowest cost cell of row or column that has hi ;
gh penalty, the maximum possj
' possible allocation can be done
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Step 4: If the allocation is exhausted to any row or column, then that row or column is eliminated. Next the penalty is
calculated again for other rows or columns.

Step 5S¢ Repeat the above procedure until the whole demand and supply is not fully consumed.
Total Minimum Transportation cost =4 x 12+ 5x2+2X 15+ 7x 1 +2x 1044 x5=48+ 10+30+7+20+20=135

Example 11: A company works at six places. It has three cement plants located at the places X, Y and Z and these are
producing S0, 40 and 60 units daily. Company has also three distribution centres located at the place P, Q and R with daily
demands of 20, 95 and 35 units, The following table shows per unit cost of shipping to distribution centres from
manufacturing plants. Find out which route the company wants to follow in order to minimise the total transportation cost

Distribution Centres
Pl QR
Plant | X | 6 5 |
Y |3 8 7
Z |5 5 2

Solution: After implementing the Vogel's approximation method (VAM), the following allocation table will be shown:

Supply Row Penalty
r Q I o m IV v

R

s 0 g |t T T
Y 3 s@ 7 40 45 8- -
Z 5 s 2 60 3 0 5 5 3

b
=)

Demand 20 95 35 150
1 2 0 1
52,'.‘;:'.‘;‘ nm 2 0 -
m - 0 -
| A 0 -
vV - st =

Total Minimum transportation Cost=5x 15+ 1 x3543x20+8x20+5x60=75+35+60+ 160 + 300 =630
Example 12: Find the basic feasible solution of the following transportation problem.

1 2 3 4 Supply
1 2 3 11 7 6
2 1 0 6 1 |
3 5 8 15 9 10
Demand 7 5 3 2
Ans: Applying VAM Method, we have following allocations:
Dy D; D, D, Supply Row Penalties
P 2@ 3 @ 11 7 6 1 1 5T
p; l 0 6 l@ 1 | =
P 5@ 8 15 @ 9@ o |3 3 4
Demand 7 3 2 17
0 ! 5 6T
= 3 sT 4
< &
oL 3 = 4
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TmnsponationCost=2xl+5x6+3x5+15x3+lxl+9xl=2+3

IRST1E 47108 aeond Semester (Quantitat

0+15+45+1+9=102

Example 13: Consider the following transportation problem:

{ve Techniques for Decision Making) AUC

Destinntion Avallability
1 2 3 4
1]21|16]25( 13 11
Source 2 18| 14 | 23 13
31321271(18]4l 19
Requircment 6 |10]12]15 43

Determine w. iritial basic feasible solution using Vogel's approximation method.

Solution: For Vogel's approximation method, the steps are given below: .
First compute the penalties by taking difference between the two lowest cost cell in each row and in each column.

Identify the largest penalty among row and column penalty.
Allocate feasible number of units in the lowest cost cell of row or column having the largest penalty.

Once the allocation is done fully to a row or column, ignore that row or column for further consideration by
climinating that particular row or column.

Calculate the penalties again and repeat the procedure until the supply and demand exhaust.

Step 1:
Step 2:
Step 3:
Step 4:

Step 5:

The allocations are as below:

Row Penaltics

1 o0 m I Vv

9 9 9 9T 2717

D, D, D, D, Supply

S 21 16 25 13 11
S: l'l© 18 14 23 13
S 32 27 18 41 19

Demand 6 10 12 15 43
1 4 2 4 10T

e T 1§ 15 9 4 187

2% m st 9 4 -

< E

O v - 9 4 -
A\ - 9 i -

*"m+n-1=3+4-1=6

.. The solution is feasible.

Tota]hﬁnimnm‘rmnspomﬁou&s[(ro:: 1311 +17x6+18x3+23x4+27x7+18x12
=143+ 102+ 54+92+189+216=796

Example 14: For the given transportation problem, obtain the initial basic feasible solution by VAM.

Demand

Avallabllity
9112191619110 5
71317 |7]|5|S5 6
6151911131 2
6|8 |11 2]2]10 9
4l 4]16|214]2
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Solution: Applying VAM Method, we have following allocations:

Avallability Row Prmalty

9 12 9 6 9 10 s 13 3 o o o o 97 -
7 3 7 7 b] 5®612241..-_-

6 8 1 2 2 10 9 o o 4 2 st - - -
Demand] 4 4 6 2 4 2 2
I 0 2 2 s 1 st
gg n 0 2 2 at 1 -
= m ()} 2 2 - 1 -
o -
SE v 0 2 2 - - _
\'% 0 - 0 - = -
vi at - 0 - - -
Vi - - 0 - - -
Vil - - 9 < - -

TransponationCost=9x5+3x4+5x2+6xl+9xI+6x3+2x2+2x4=45+12+IO+6+9+IB+4+B=112

2.1.9. Check for Optimality

Once the initial basic feasible solution is obtzined, the next stzp in this method is to test whether the obtainad solotion is
optimal or not. There are two methods which are used for optimality test of a basic feasible solution. It is shown in
figure below:

Check for Optimality

Stepping-Stane Method
Modified Distribesion Method
(MODD

2.1.9.1. Optimum Solution By Stepping-Stone Method

In this method, the optimality test is performed by calculating the opportunity cost for each empty cell This method
involves the procedure of determining the potential, if one exists, to improve each of the pon-basic variables with respect to
the objective function. Next step is to find out what would be the effect on the total cost if coe onit is assigned o each
such cell considered above. With the help of this information, we get to know whether the solution is optimal or not. If the
solution is not optimal then one improves the solution.

Steps of Stepping Stone Method

Step 1) Find an initial basic feasible solution using any one of the following:
i) North West Comer Rule
i) Matrix Minimum Method
iii) Vogel Approximation Method

Step2) Let ‘m’ is the number of rows and ‘n’ is the number of columns. It is poted that the number of occupied cells is
exactly equaltom +n - 1.

Step3) Choose an unoccupied cell. Start at this cell and trace a closed path from iL, until finally you retumn to the same
unoccupicd cell.

Step4) Plus (+) and minus (-) signs are assigned on each comer cell of the closed path at alternate basis. Assignment
starts with the plus sign at unoccupied cell to be evaluated.
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Step 5) Unit transportation costs are added which are associated with each of the cell e i Thecloms praf. Thia
provides net changes in terms of cost.

Step 6) Slcps3lo5nrcrrpcaxcdnnﬁlnllunoccupiedccu_smcvalua:cd. .

Step 7) 1f all the net changes computed are less than zero then the current solution requires to be opecsink ¢ tos
transpartation cost will be reduced. Then move 1o step 8.

Step 8) Choose the unoccupied cell which contains the most negative net cost change and find the nmi:ln}Ll:[J Z:-lm:dr t(:f
units that can be allocated to this cell. The number of units that can be shipped to the entering cell is indicated by

the smallest value with a negative position on the closed path. . .
This number is added to the unoccupied cells which are lying on the marked path with a plus sign. This number is
subtracted to the cells which are lying on the marked path with a minus sign. Finally the solution obtained is
opdmal if all the values of unoccupied cells are greater than or equal to zero.

Formation of Loops In TP
An ordered set of four or more cells is said to form a loop if it has the following conditions:
Condition 1: Any two adjacent cells of the set lie cither in the same row or in the same column; and

Condition 2: No three or more adjacent cells lie in the same row or in the same column.

The first cell of the set will follow the last one in the set. One get a closed path satisfying the above conditions (1) and (2)
if he/she joins the cells of loop by horizontal and vertical line scgments.

Properties of Loop
1) Every loop has an even number of cells.

2) A feasible solution to a transpontation problem is basic if and only if, the corresponding cells in the transportation table
do not form a loop.

For example, consider two sets X = ((1, 1), (4, 1), (4, 4),(2,4),(2,3),(1,3)) and
X'={(3.1).(3,4),(2.4).(2,3),(2,2).(1,2).(1, 1))

Where, (i, j) denotes the (i, j)* cell of the transportation table. Then it is shown that the set X makes a loop whereas the set
X' does not make a loop, because cells (2, 4), (2, 3) and (2, 2) occur in the same row.

Figure below shows loop and non-loop conditions:

Loop Non-Loop
(.n | a3 . (I.l._ (1,2)

23 | e G @y [les
4. 1) @.4) G, (.4)

Example 15: Consider the following table that shows manufacturing plants and warehouses of a company and the shipping
costs to transport the available quantity (supply) frm manufacturing plants A, B, C to requirements (demand) at every

warehouses X, Y, Zand W,

Warehouse
Plant X|Y | Z|W| Supply
A 3(2]5](2 15
B 211|144 24
C 2 (3 )43 21
Demand | 13 ) 12| 16| I9 60

Solution: After implementing the stepping stone method, we have the following steps:
Step 1: Find-Out the Initial Feasible Solution: The initial step of stepping-stonc method is to find the
initial feasible solution that satisfies the rim requirements. There are various different methods that can be used for

this, such as:

1) North-West Comer (NWC) Method,

2) Least Cost Method (LCM) and

3) Vogel's Approximation Method (VAM).
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Applying VAM Method
After implementing the VAM, we have the following table:
W e Row Penalty
Plant X Y Z | W [Swppy |1 m om vV V]
6 - - =
A 3 2 5 L s |0 !

B 0 ) | s | 2 M2 - - 77
c O DEEO T R LU

Demand 13 12 16 19 &0
| 0 1 0 1
I - oL .
Column 0 17
Penalty I 1 - I 1
v 2 - 47 3
v 2 - - it
VI 2 _ - -

Transportation Costs = 15x2+ 12x2+1x12+2x1+4x16+3 x4 =30+24412+2+64+12=TUH

Step 2: Optimality Test: The transportation cost is now ¥ 144, There are two methods that can be used for optimaliry test

These are as below:
1) Stepping Stone Method and

2) MODI Method

Applying Stepping-Stone Method
Now apply the stepping stone method on the above example that has initial basic feasible solution obtained by VAM. From

the above table, it is known that there are six cells that are empty. These cells are: (A, X), (A, Y), (A, 2). (B, 2), (B, W)
and (C, Y).

Let us consider the non-occupied cell (A, X) for improvement. One unit shipping cost of an item on this path result an
increase of T3 and this will deduct one unit from the cell (A, W) and hence there is decrease of 2 in the cost. In order to
maintain the feasibility, deduct one unit-from the cell (C, X) and introduce one unit in the cell (C, W).

The result of this process is that there is an increase of 22 in the cost. This is shown as below:

Increment in cost after increasing one unit in cell (A, X) =+3

Decrement in cost after decreasing one unit in cell (A, W)=-2

Increment in cost after increasing one unit in cell (C, W) =+3

Decrement in cost after decreasing one unit in cell (C, X) ==2

Total effect on the cost =42

Hence, + sign indicates that there is an mcrcasc of cost of X2 per unit by taking the " Z)(+) ) AW
route AX. This also shows that there is a decrease of cost in this route is I2.

Consider similar process for the empty cell (A, Z), then the cells (A, W), (C, Z)
and (C, W) will form closed loop as shown in figure 2.1.

In above case, one unit is moved from cell (A, W) to cell (A, Z) then the €D =) (,)(C'w)

adjustments can be done in the cells (C, W) and (C, Z) in such a manner that —
demand constraints is not violated. gare 2.1: Closed Loop

One unit transfer in this case will provide total effect on the cost =5 —4 + 3 — 2 = 22, which shows an increase in the cost
This also shows per unit opportunity cost for cell (A, Z).
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Table 2.2 shows the opportunity costs for different empty cells of the solution to be calculated:
Table 2.2: Opportunity Cost

Cost
Cell Loop Formed by the Cells Per Unit Change in Cost oppom_mzkicm
AX)  [(AX)-(C.X)+(C.W)-(A. W) 3-2+3-2=2 _ )
(A.Y) (AY)-(B.Y)+(B.2)-(C.2) +(C.W)_(A. W) 2-1+4-4+3-2=2 =
(A.2) (A.Z)-(C.Z) + (C. W) - (A, W) 5-443-2=2 o
(B.X) (B.X) - (C.X)+(C.Z)-(B.Z) 2-2+4-4=0 =
(B. W) (B, W) - (B, Z) +(C, Z) - (C. W) 4-a+4-3=1 5
(CY) C.Y-(C.DH+(B.Z)-(B,Y) 3-4+4-1=2 =

Onc can find the opportunity cost by multiplying per unit alteration in cost by 1. From table 2.2, it is sholwn tlfm: ltgc
opportunity cost for cell (B, X) is not less than zero. Hence solulion is not optimal. Now consider another loop for the
cells(C, X) and (B, X). The new solution is shown below:

Initial Solution Warehouse
Plant X Y Z w

A 3 2 5 2(0as)
5 2 (@) ‘@ ¢ a
& 2@ 3 -1 3®‘

Optimality can be checked for this in order to calculate opportunity costs for all empty cells. In this case, oppormhity. costs for the
cell (B, Z) will only be non-negative. The cell (B, X) will be empty this cell ot the former iteration. Hence, the optimal solution

will be obuined with the minimum transportation cost of ¥144. If some cells have zero oppommity- costs, while others are
negative then this shows that solution is optimal. In such case the alterative optimal solution is also possible.

Note: In case there are various cells that have negative cost, then choose that cell which shows the most negative cost.

2.1.9.2. Optimum Solution by Modified Distribution Method (MODI) or UV Method

MODI method proves to be an efficient method to test whether the determined solution of a transportation problem is
optimal or not when compared to stepping-stone method.

r Express data in table form J

Add dummy row or column
1o make |1 balanced

Il

Convert It into & minimlzmion
problem by subtracting each
element of ihe table form its

highest element

I Find an iniual basic feasible solution Iq——'

Remove degeneraiing
= by assigning A o
sppropriate cell(s) to

Is it maximimtion

problem?

No the least cost empty cell
Revisad the solution and | [ 1) Cutoutae 0 and
u, and v, by unng u, + v, = ¢, for
check. nm conditions ccoupied cells and then ppartunity cod
2) A, =c, = (u, + v,), for upoccupied cells

1) Select cell having Larpest negative value of Yes
A, far revising the current solution
2) Construct loop and adjust allocations

No

Get Opumum Solution and then
Terminate the procedure

Figure 2.2: Flow Chart of MODI Method
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In stepping-stone method, a closed loop is drawn and the opportunity cost of cach empty cell is cvaluated. This proves to
be a complex exercise and takes long calculation time if a large number of sources and destinations are involved. The
qumber ?f steps required in the evaluation of the empty cells in MODI method is less and it avoids the extensive scanning
as done in stepping-stone method. We can determine the opportunity cost of each of the empty cells with a straightforward
computatonal scheme in MODI method (figure 2.2).

Steps of MODI Method
Step 1: Add a column on the right hand side and a row in the bottom of the transportation table titled u,and v, respectively.

Step 2: In this step following sub steps are performed:

i) For the rows/columns which have maximum number of allocations, sclect the value of u; and v; equal to zero.
Normally, the first row has allocated the value O(zero) i.e. u; =0.

i) In the first row, consider every occupied cell individually and allocate the column value v; When the occupied
cell is in the j* column of the row, which is such that the sum of the row and the column values is equal to the
unit cost value in the occupied cell, consider these values and pick other occupied cells one by one and find
the appropriate values of u,'s, taking in cach case u, + v, = ¢, Thus, il u, is the row value of the i row, v, is the
column value of the j" column and c, is the unit cost of the cell in the i row and j column. then the
following equation gives the row and column values:

u; + VJ =Cj

Step 3: After finding all values of u, and v, calculate for cach unoccupied cell A, = ¢, — (u, + V;), where Ay/s represent
the opportunity costs of various cells. After calculating the opportunity costs follow the same process which is
performed in the stepping stone method. The solution is called an optimal solution if all the empty cells have
positive opportunity. If values of A's are negative then the given solution is not an optimal solution and if one
or more Aj's values are negative i.c., A< 0, then choose the cell which has the largest opportunily cost value
and form a closed loop. According to the procedure of this method transfer the units along the route. Test the
result solution for optimality condition and improve if required. The process is repeated until an optimal
solution is obtained.

Hence the condition for the solution of being optimal solution is:
cy—(u+v) 20

Example 16: Find the optimum solution of the following transportation problem using Least CostMatrix Minima Method
and MODI method, where cells shows the transportation costs in rupees.

W, | Wi | Wy | We | Supply
0, 6 4 | 5 14
0, 8 2 7 16
0, 4 k] 6 2 5
Demand | 6 10 | 15 4

Solution: After implementing the least cost method, we got the final allocation table as below:

W, W, W, W, Supply
0, 6 1 5 14

0, 8@ @ 2® 7 16
O | O .

0, 4

Demand 6 10 15 4 a5

TomlensponnlionCosl=lxl4+8x6+9x9+2xI+3xl+2x4 =14+48+81+2+3+8=T56
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i'l'il!:.._'ll]&! — (0) is cqlla] to
Optimality Test Using MODI Method: Since the number of ailocation® nd v, €y

¢ U, Al
the solution shows non-degencracy, Now using the MODI method, find th

J). Substituting, u, = 0, we get the following: a4y =2=wd |=>m=2-1=]
n 2 ’

4
(men=D=34+4__

) h
+ v, for all nop- * lieng,
=\ ) _Cmply ce"x “C
Al

Con=u + v, = |=0¢\".:3 vi=l-0=1, =9=|*\'2$V1=9' =8
= ey 38=ley, v, =8-1=7, m=n:*\2:>2=-5+\'4:""4=2+5=7
=l +vy 3= +8 > u=3-8==5, Oy =t + ¥ |
We have following allocation table: ——T suppl u
W, W, W, | W [°F
0, 6 4 | [} 14| w=0 |
]
0, s@ 0@ 2® 7 il
I
4 o |
0, 4 J@ 6 2O 5w |
Demand | 6 10 1S - > o |
v ‘.I:7 ‘.2=8 v,.—.l \’4:7 \ by %

Find d,. d, = c, - (u, + v)), for all empty cells (i, j). we have the following:

du=6-(0+7)=-] da=4-(0+8)=—4 S SR
du=5-0+7)=-2 du=7-(1+7)=-1
dy=4-(-5+7)=2 - dp=6-(-5+1)=10
Since value of d,; = -4 is most negative. Therefore Joop starts from cell (O;, W,). We have the following table:
' W, W; W, W, Supply
0, 6 9% g 1 () 5 14
OCEEC

l-@ 1+4 )(+)
o, ¥ 3 @ 6 z@ 5

Demand 6 10 15 4 35

L9-A=0=A=9
We got the following table:

W, W, W, W | Supply u

0, 8
0, 4 3® 6 2@ 5

Demand 6 10 15 4 35
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Again (ind dy, = ¢ = (u; + ), lor all empty cells (i, j). we have the following:
dy=0-0+TN=-1|, du=5-(0+3)=2
dyp=9-(1+4)=4, duy=7~(1+3)=13
dy=4-(=1+7=-2, dp=6-(1-1)=6

gince dyy = -2 is most negative. We have the following loop:

‘VJ _ W, W, W, .m
0, 6 4 (s ) 3 H
2 , N
0; 5 & ? Y
[V R
* ®
O, (+) 3 6 2 s
A
( : ) -4 ) (=)
o.t l - A - 0 k
A=1 Demand 6 10 15 4 33
Again we have following table:
0, 6 4® 1® s 14 gy =0
0, 8@ 9 2 : 7 16 uy=1
0, 4® 1 6 2® 5 Uy = -3
Demand 6 10 15 4 as
\J) v =7 V=4 vi=1 v;=5
Again find d;. d;; = ¢ — (u; + V). for all empty cells (i. j). we have the following:
d||=6—(0+7)=—| d|4=5-(0+5)=0
dp=9-(1+4)=4 du=7-5+D=1
du=3—(4—3)=2 dy=6-(-3+1)=8
We have the following loop:
W, W, W, W, Supply
0, 6 4 l 1 s 14
4D
)
0, 9 k 7 16
-Ks _,‘S )
11+4A
0, 4 3 6 2® 5
Demand 6 10 () 4 s

g 4-A =0=A =4 After this we have following allocation table:
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D, D, D, D. Suppl! w
. D | s | o | =0
; O I O 5 | w6 | w=2
3 4@ 3 6 2@ 5 uy=-2
Demund 6 10 15 4 35
v vy=6 vy=d vy=0 vy=4d

Again find d, d = ¢y — (u, + Vi
dp=1-0+0)= I,
du=5-(0+4d)=)
dp=9-(2+4)=3,
Q=T = (4 +2)= |
du=s3-—(-24+4)=1,
du=b6-(-2+0)=§ '

Since ull values of dyy In positive (z0).

for nll empty cells (i, . we have the following:

Therefore thia solution is optimum.

Hence, Totl Transportation Cost = 6 % 4 4 B x F4dx ]l 44 1042x154+2x4
=244 B444404+ 30+ B=Tl14

Example 17: Obtain an optimal solution to the followlng trunaportation problem by U-V method, Use VAM 1o get the
sturting BPS,
To
From I It I 1V Supply

A9 30 50 10 7

|70 30 40 o0 0

Cl40 8 70 20 I8

Demund  § L] 7 14

Solutlons Finding Busic Feanlble Solution (BFS) Using Vogel's Approximation Method (VAM)

Total number of Supply Constralnta: 3
Total number of Demand Constralnts: 4

The problem s now as follows:

Tuble 2.3
1 II_ HI | 1V | SBupply
A 1o |30 %0 [0 | 7
s 70 |30 [40 |60 | 9
c a0 (K |70 |20 1
- __;);;lluml ;t_ -M_— .-7'—_ T 7_

Column Pennlty 21 22 10 10

The value 22, which i the maximum penalty, in present In the column 1L In this column,
The muxiium allocation in this cell Is B, Hence, the demand of 11 ia satisfied by this m

supply of C from reduces 1Ko 10 (1R - B = 10),

Row Pennlty
9
10
12

the minimum value ¢ in ¢y = B,
aximum allocation an well as the
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Table 2.4
1 m [ m [ v [ Supply
" 19 30 |50 10 7
" 70 0 40 % ?
7 0 |8 @ w |2 10
Demand 5 0 ; §
200 2 1010
]
Column Penally - 10 10

Now the maximum penalty 21 is present in the column L In this column,
allocntion in this cell is 5, Hence, the demand of 1 is satisfied by this maximum ol

102 (7= 5=2) Inalso ndjunted,

) ) Tahle 2.5
1 [} 1 IV | Supply
[
A l')o 0 50 11} 2
B 0 |0 |4 |7 9
¢ A0 | n O" w | Y 10
Demnnd 0 ] 7 14
) 2 ( ( )
Column Penalty ;l 27 :’: : (:
- - /] 10

77

Row Penalty
9 9

10 20
12 20

the minimum value ¢ Is ¢y = 19. The maximum
location as well as the supply of C from 7

Row Penally

l 7 Al)
10 20 0
12 0 50

The moximum penalty 50 Is present In the rov C. In this row the minimum value cy 18 €50 = 20, The maximum allocation in
this cell 16 10, Hence, the demand of column 1V 15 satisfied hy this maximum allocation us well as the supply of C from 14

o4 (14 < 10=4) In nlno adjusted,

Tahle 2.5
[ [V [ Rapply
L}
A Ip 30 a0 10 1 9
" I T T 9 |10
— A e —
¢ o |1 | 2
Demund ] 0 7 4
21 22 10 10
2 - 10 10
Column Penully -~ n 10
- 10 1]

ow Penalty
9 AN 40
m oW
50 .

The muxlmum pennliy 50 Is present in the column IV, In this column the minimum value ¢, is cq0 = 10. The marimum
alloention in thin cell Is 2, Hence, the demand of column 1V I satisfied by this maximum allocation as well as the supply of

A from 4 102 (4 ~ 2 = 2) In alvo ndjusted.
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Tahle 27
1 W[ i | v | Sepph Row Penalty
A NO = so | w@ 9 9 W 40
B 70 30 40 &0 9 10 0 0 20 20
c 10 8@70 :o@ 0 12 20 S0 - -
Demand 0 Q 7 )
21 e 10 10
21 - 10 10
= - 10 10
C*ﬂ.hhy - - 10 50
- = 10 60

The value 60 which is the maximum
= 6. The maximum allocation in
well as the supply of row B from

penalty now is present in the column IV. In this column, the minimum value Cyiscy

this cell is 2. Hence, the demand of column 1V is satisfied by this maximum allocation as
9!07(9-—-2:7)isnlsoadju5lnl.

Table 2.8
1 n 111 v Supply Row Penalty
A 19| 30 50 w@| o 9 9 40 40 - -
B ma-oaow@vmmgummw
C 40 s®7o 20(10) 0 2 20 s - - -
[ Dermand 1] 0 7 0
21 2 10 10
21 - 10 10
- - 10 10
Column Penalty - - 10 50
= - 40 60
- - 40 -

The matimum pemalty now is 40 which is present in the row B. In this row the minimum ¢, is ¢33 = 40. The maximum

allocation in this ccll is 7. Hence, the demand of column 1Ml is satisfied by this maximum allocation as well as the supply of
row B from 7 10 0 (7 - 7 = 0) is also adjusted.

Fmal allocation able is now as follows:

Table 2.9
1 11 m v Supply Row Penalty

A IQ® 30 50

©
~
L]

9 40 40

20 20 20 40

2 20 50 - - =
Demand 5 8 | 7 | M
2 2 10 10
21 — 10 10
- - 10 10
Colemn Pemalty - 10 50
- - w0 60
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The minimum transportation cost = 19 x S+ 10x2+40x 7+60x2+8x8+20x [0=T779
Here, the number of allocated cells =6 is equaltom+n-1=3+4-[=6

.". This solution is non-degencrate.

Optimality Test Using MODI (U-V) Method
Allocation table is as follows:

Table 2.10

1 1] I

Supply

A I9® 30 50

S

B 70 30 40 @

C 40 8®70

5
O ECEC)

20 18
Demand 5 8 7 14
Step-1of Optimalitly Test
1) Find y; and v; for all occupied cells(i, j), where c; = u; + v,
Substituting, v, = 0, we get
AIVicu=u+vy=>10=uy =u =10
Al:cp=u+vi=>19=10+v,=>v,=19-10=9
BIVicu=wu+vy=>60=u>u,=60
B-Ill: ch=u;+ vi=40=60 + v; = v; =40 - 60 =-20
C-IVicy=u34+vy=>20=u3=>u3=20
C-H:c31=u3+\f;:>8=20+v;:>v1=8—20=—|2
Table 2.11
) | I m v Supply o,
A 19 @ 30 50 10 @ 7 |w=10
B 70 30 40 @ 60 @ 9 | u=60
C 40 8 70 20 18 u, =20
Demand 5 8 7 14
\ v, =9 vi==12 | v4=-20 v;=0

2) Find d; for all unoccupied cells(i, j), where d; = ¢; —(u, + v)
A-TL: dpy = €1z — (u) +v2) =30 - (10-12)=32

A-Ill: dyy=c;3— (0 +v3)=50-(10-20)=60
B-I: d;;=c¢cy —(u;+vl)=70—(60+9)=l
B-II: dy; = €20 — (3 + V2) = 30— (60— 12)=-18
C-1: dy, =c3]-(u,+v.)=40—(20+9)= 11
C-III: dyy = ¢33 — (uy + v3) =70 - (20 -200=70

1
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Table 2.12
I i v_ |

1

A 19 @ 3032) | 50(60) 10 @

B 70(1) | 30(-18) | 40 @J&O @ 9 \u1=

C 40(11) 8 70(70) 20 18 \u;=
|

10
60
20

Demand 5 8 7 14

Vi vi=9 va=—12 | v3=-20 va=0

3) Now from all the opportunity cost (i.e. d,), select the minimum negative value. Here it is da= —18. Now draw a closed
path from B-II.

Closed path is B-11 — B-IV — C-IV — C-11

Following table illustrates the closed path and plus/minus sign allocation:

Table 2.13
1 [T} m IV | Supply u,

A 19 @ 30(32) 50(60) “| 10 @ 7 u; =10

-+
= -
B 70 (1) 30(-ig) | 40 O 60

10
C 40(11) 8 70(70) zoO 18 uy =20

e Y
Demand S 8 7 14
Vi v =9 va==12 | v;=-20 vyi=0

4) In all the negative positions on the closed path, the minimum allocated value is 2. Subtract this minimum value from
all negative (=) positions and add this minimum value to all posilive (+) positions.

Table 2.14
1 1 01 Supply

v

A 19 @ 30 50 10 @ "7
B 70 30 @ 40 @ 60 9

C 40 8 @ 70 20 @ 18

Demand 5 8 7 14

5) Till the optimal solution is not found, repeat the sub-steps from 1 to 4.

Step-2 of Optimality Test

1) Find u, and v, for all occupied cells(i. j), where ¢;; = u, + v,
Substituting, u; =0, we get
A-Lic=u+vi=19=0+v, = v, =19
A-IV:ics=u+vi=10=0+v; = v; =10
C-IVicyy=ui+ vy =20=u3+ 10 =>u; =20-10=10
C-O:ci;=u; +v;=>8=10+va= v, =8-10=-2
BIl:coa=u+va=30=u,—-2=u,=30+2=32
B-ITI:cy3=u>+vy; =>40=324+v;=v; =40-32=8
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Table 215
1 1l I v Supply U
A 19 @ 0 50 10 @ 7 u; =0
B 70 30 @ 40 @ 60 9 =32
C 40 8 @70 20 @ 18 u =10
Demand 5 8 7 14
vy v,=19 va==2 vy=8 vy,=10 ]
2) Find d;, for all unoccupied cells(i, j), where d, = ¢;j — (U, + v))
A-Il:djp=cp2— (U +vy)=30-(0-2)=32
AII: dj3=cp3—(u;+v3) =50 (0 + 8) =42
B-I: dy; =cy—(U+vy)= 70-(32+19)=19
B'W: du = Cz.‘-—(uz + V,.) =60 -(32 + 10) = 18
C-I: d3| =Cy —(Ug * V;)=40—(10 + 19)= 11
C-Il: d3]=033—(03+V3)=70—(10+8)=52
Table .16
| 11 m v Supply o
A 19 @ 30(32) 50(42) 10 @ 7 u =0
B 70(19) | 30 @ 40 @ 60(18) 9 vy =32
C 40(11) | 8 @ 70(52) 20 @ 18 uy=10
Demand 5 8 7 14
i vi=19 | vp=-2 | va=8 ve=10
Since all d; 20, so final optimal solution is armived.
Table 2.17
I 1] 1)) v Supply
Ol | [0®] 4
70 30 @ 40 @ 60 9
40 8 @ 70 20 @ 18
Demand 5 8 7 14

The minimum total transportation cost = 19x 5+ 10x2+30x2+40x7+8x6+20x 12=743

Example 18: The following table represents the factory capacities, store requirements ar unit cost (in rupee) of
shipping from each factory to each store. Find the optional transportation plan so as to minimise the

transportation cost.
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7z

Stores
‘ X : & 8 S Pactory Capacity
N N W\ v - >
R N
e Fy N 1 z N k] 2 1 N
i, < y s 4 8 3|
SoreDemand 10 200 450 00 B0 B0 N0
Salution: Initial fessble solution wsing VAM is as follows:
| S 1S T8 T8 [ & [ 8 [ 8 [Supty Roehuily
(o) RRARR RN
F § 6 4 :® 1 3 ‘. L
@ ® 112cmmam-
F: 9 4 3 4 3 " ..um
- @ [1n--
K, g ﬁ z‘| 5 @ R
Demand
100 | 20 ' 450 ‘ 4000 | W | 3500 | 300
3 0 e o3 2
- 0 | 1 ! 3 2
- 0 1 1 1 - :
- 2 @3 -
Column Penalty - 2 2 2 - - :
- - 2 : ~ - l
- - - 2 - -
- = = 3 - - 4
- - - 3 - - -

The minimum total transportation cost = § X 1500 + 3 x 4000 + 4 x 1500 + 2 x 3500 + 1 x 500 +4 x 2000 + 2 x 4500 + 4
x 2500 + 3 x 1000 = 63000

Here the number of allocated cell =9 isequaltom+n-1=347-1=9
~. This solution is non-degenerate

Optimality test Using MODI Method
Allocation table is:
S S S S Ss S S;  |Supply
(lml 4000 1500,
F, 5 6 4 (3-J 1 5 4 7000
3500 500
e Lol s sl | P
000)  (4500) w) (o0}
Fy 8 AQ) 2 5 4 8 3 110000
Demand
1500 2000 | 4500 | 4000 | 2500 | 3500 | 3000

We first find v, and v, for all occupied cells(i, j), where ¢ =i + ¥
Substituting, u; =0, we get,

Cr=l+v;>V=4-0=2>v,=4 c,;:u;+v3=‘Vs=2‘°="1=2
c”=u;+V5:9V,=4-05V5=4C;1=03+V1='V1=3'0=v7=3
c:7=m+V1$U|=4-3=’“|=|C||=“|“'Vl:”’l=s'l=’v'=4
c,,=u,+v‘=v.=3-l=‘>V4=2Cn=Uz+V1:“2=l’3=“2='2
Cu=U+ Ve Vg=2+20 V=4
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AT S N S, S Sy |Supply| Wy

S
Q=) ()
K, 6 4 ) 7 5 000 [ 1

OES

F, 9 4 1 4 i) . 4000
000] (4500 290 Qo)

Fy 8 4 5 ;“ s T | 10000 ©

L]

Demand 1500 2000 4500 | 4000 | 2500 | 3500 | 3000

Y 4 4 2 i 4 4 3

Now we find d,; for all unoccupied cells (i, j), where d, = ¢ = (u, + V)

dp=c-(U+v)=6-(1+4)=1 dap=cp=(u+v)=4-(1+2=1
ds=cis—(U+vd=T-(1+4)=2 dy=cpp-(u+v)=5-(1+4)=0
dy=cy-(U+Vv)=9-(2+4=7 du=cy—(uy+v))=d-(-2+4)=2
dn=cn=(U+vy)=3-(-2+2)=13 dyzcu-(+v)=4-(-2+2)=4
d:5=c:_(—(u:+“‘$]=3‘-(-2+4)=l du =C"-—(U]+\'|)=S—(0+")=4
d_u=C_u"(uJ+\'l)=5‘(0+2)=3 dn=ch-(u;+\‘&)=s-—(0+4)=4
S S; Sy S, Se Se S [Supply| wu,
© D
F , 6 4 7 5 7000 1
' n (n @ "@
.@ ,
F, 9 4 3 4 3 b 4000 [ -2
™ Q) ) ¥ (n
(:ﬂl)] (4500) (50)] 1000
2 4 0000 0
F 8 @ 4 5(3) 8(4) 3 1
Demand 1500 2000 4500 4000 2500 3500 3000
M| 4 4 2 2 4 4 3
Since all d; 2 0 so final optimal solution is arrived.
§, S Sy S, Se S¢ S,  [Sapply
(leﬂl (MI 1500
F, 5 6 4 3 7 5 3 | 7000
3500 500
F; 9 4 3 4 3 ;‘ I | 4000
(oo0)] (a500 (2500) C1000)
| 3 8 4 | 5 4 8 3 10000
Demand 1500 2000 4500 4000 2500 3500 3000

The minimum total transportation cost =5 x 1500 + 3 x 4000 + 4 x 1500 + 2 x 3500 + 1 x 500 + 4 x 2000 + 2 x 4500 + 4
% 2500 + 3 x 1000 = 63000

Note: Alternate solution is available with unoccupied cell F; Sq: di4 = [0] but with the same optimal value.

Example 19: Find an optimal solution to following transportation problem:

Origin Destination Supply
A|B|C|D
X 2121211 30
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Y 0|l 8| s |4 70
y A 7 6 6 B 50
Demand | 40 | 30 | 40 | 40

Solution: Applying the Vogel's method we have the following table:

Row
A n C D Supply Penalty
X ) 2 2 1 30 |1 -----
Y 10 8 5 @ 4 70 113 == -
z 7® 6® 6® B 50 |[pooooé6
Demand 40 30 40 40
5 4 3 3
3 2 1 4
Column 3 2 1 -
Penalty 7 6 6 -
- 6 6 -
- - 6T -

The minimum transportation cost =2 x 30 + 5 X 30 + 4 x40+ 7 x 10 + 6 X 30 + 6 x 10 = 680

Here, the numbers of allocated cells =6isequaltom—-n—-1=3+4—-1-6
-". This solution is non-degenerate

Optimality Test Using MODI Method

Step of Optimality Test

1) Find u; and v; for all occupied cells (i, j), where Cy = u, + v, substituting uy = 0, we get
ZA:Cy =+ v 7=0+v,=v,=7

XA:Cpy=uy+vi=22=u+7T=u=2-7=-5
ZB:Cyy=un1+Vv; =26=0+v, = vy,=6
ZC:Cun=u+ vy =>6=04+v;=>vy=06
YC:Cu=uy+vi=>5=u46=u,=5-6=-—1

YDIC14=U1+V4ﬁ4=—I +V‘=V4=4+|=5

for Decision Making) AUC

A B C D Supply [ u,
X 2 2 2 1 30 | u=-5
Y 10 8 s 4 70 | up=-1
z 7 6 6 8 50 u; =0
Demand | 40 30 40 40 -
v vi=7 | va=6 | vi=6 | w=5

2) Find d;; for all unoccupied cells (i, j), where d; = Cjj — (u, + v))
XB:d|2=C|:—(U|+V2)=2—(—5+6)=1
XC:d)j3=Ci3—(u;+vy)=2-(-5+6)=1
XD:dH:C,..—(u.+V4)=l~—(~—5+5)=l
YA:d|1“—C:|—(U2+V1)= 10—(—1 +7)=4
YBZd1J=C32—(Uz+V1)=8—(—l +6)=3
ZD:du=Cu—(U34‘V¢)=B—(0+5)=3
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A B C n Supply u
X 2® A1) 2(1) I(n 30 U =-5
Y 10(4) | 83 s @) 4 70 | u=-1
Z 7 6 @ 6 @ 8(3) 50 uy=0
Demand 40 30 40 40
\/ vi=1 v;=6 vy=6 V=S5
Since all d;; 2 0 so final optimal solution is arrived.
A I C D Supply
x | 2@ 2 |2 | 0| w
Y 10 8 5 4 70
Demand 40 30 40 40

The minimum transportation cost =2 x 30+ 5x 30 +4 x40+ 7x 10+ 6x 30+ 6 x 10 =680

2.1.10. Cases in Transportation Problems
While solving a transportation problem, different varieties of problems arise; some of them are as follows:

Cases in Transportation Problems

Balanced Transportation Problem

Minimising Transportation Problem

Degeneracy in Transportation
Problems

2.1.10.1.

Balanced Transportation Problems

| Unbalanced Transportation Problem

Maximising Transportation Problem

Transhipment Mode!

If the sum of the supplies of all the sources is equal to the sum of the demands of all the destinations, then such type of
problem is known as balanced transportation problem. Mathematically, it is represented by the following relationship:

m n
2 a=2b,

I=1 j=1

Example 20: Solve the following transportation problem:

To—
Tro w, W, W, W, W, Supply
0, 0 | 2 | % 55 70 50
0 a8 | 33 40 4 25 100
0, 35 | 55 2 3 a8 150
Demand 100 70 50 40 40 300
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Solution: Applying the matrix minima method, we obtain the following allocation table:

e Techniques for Decision Making) AUC

I
an’:‘o - - W, W W, Wi Supply
4
o, 20 28 32 55 70 5000
0, 48 33 40 44 25 100/60/0
0, 3s 55 22 43 48 ]SOII}((])OISO
Demand | 100/50/0 | 70/10/0 5000 40/0 40/0 300

Here, the number of allocations (7) is equal to m (row) + n (column) - 1 =3 +5-1=7.

.". the solution is feasible.

Total Transportation Cost = 20 x 50 + 33 x 60 + 25 x 40 + 35 x 50 + 55 x 10+ 22 x 50 + 43 x 40
= 1000 + 1980 + 1000 + 1750 + 550 + 1100 + 1720 =¥9100

Example 21: Solve the following transportation problem to minimise the total transportation cost f(_)l_’ shifting the goods
from factories (A, B and C) to warchouses (P, Q and R) where unit transportation cost, availability and demand, at

factories and warehouses respectively are given in the following matrix:

Warehouse
P | Q | R | Availability
A 11 21]0 30
Factory B 21 31] 4 35
C 1| 5] 6 35
Demand | 30 | 40 | 30
Find the allocation so that the total transportation cost is minimum.
Solution: Applying VAM Method,
P Q R Supply Row Penalties
A 1 2 0 30 1 1
@
B 2 3 4 3s 11
®
Cc 1 5 6 a5 4 4
Demand 30 40 30 100
0 i 4
£
2 E 1 2 -
Se&

Transportation Cost=1x30+3x30+5x5+0x30=30+90+25=145

Optimality Test (MODI Method)
Since the number of basiccells=(m+n-1)=4+3-1=6
No. of allocations = 4

h
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As the number of allocated cells (4) is less than number of basic cells (6), hence the solution is degenerate. We now

introduce small amount A in the cell (1, 1) to eliminate the degeneracy. When we input small amount A in the cell (1, 1),
then number of occupied cells has becomes (m +n—1).

Now let us calculate u; and v, for all allocated cells by using u, + v) = ¢;;.

P Q R Availability o
A I® 2 0 30 u=0
B 2 3 4 35 uy=-2

C l 5® 6 35

1.1320

Demand 30 40 30 100

V) vi=1 v;=35 vy=0

Now we calculate d;; = ¢ — (u; + v;) for all non-occupied cells. Thus we have,
d|2=C|2-(ll| +vy)=2-(0+ l)= 1

d21=c1,—(u1+\'|)=2—(—2+l)=3
d13=01_3—(U1+V3)=4—(-2+0)=6
dy=cy-(U3+V))=6-(0+0)=6

Since all values of d,j are positive hence it is an optimal solution.

. Transportation Cost = 145

2.1.10.2. Unbalanced Transportation Problems

If the sum of the supplies of all the sources is not equal to the sum of the demands of all the destinations, then this

kind of problem is known as unbalanced transportation problem. Mathematically, it is represented by the
following relationship:

i“i*ibl

Example 22: A company has 3 factories A, B and C which supply to 4 warehouses at P, Q, R and S. The monthly

production capacity (tonnes) A, B and C are 120, 80 and 200 respectively. The monthly requirement (tonnes) for
the warchouses P, Q, R and S are 60, 50, 140 and 50 respectively.

The transportation cost (2 per tonne) Matrix is given below:

Factories
A|B|C

P|l4]|3]|7

Warehouse | Q | 5 | 8 | 4
R|2|4]7
S|5|8|4

Use Vogel's method to determine transportation distribution of product to warchouses 1o minimise the
transportation cosl.
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Solution: After applying the Vogel's method we have following allocations:

A B C Capacity | 1
- Pl |
A N ' * ]!
s s 8 50 1
s

Dummy 0 0 0 @ 100 0
Demand 120 80 200 400 l

I 2 3 aT
Penalty 11 2T 1 0

m - 1 o

v - 4 ]

Vv - 4 3

Vi - 4T -

Penalty ,
p m vV

Total Minimum Transportation Cost (TC) = 3x 60 + 4x 50 + 2x 120 + 4 x 20 + 4 x 50 + 0x 100
= 180 + 200 + 240 + 80 + 200 + 0 =3900

Example 23: Applying North-West Comner Method, solve the following transportation problem:

Solution: Here the Total demand = 1900 and Total Supply = 1800. It is not a balanced problem (i.e., unbalanced) because
the total demand is not equal to total supply. For making this problem balanced, we add a dummy row with value O and

with supply 100 units.

To — Supply
From A 1] C D
1
0, 6 8 7 12 500
O, 10 13 9 11 400
O, 8 10 12 14 900
1800
Demand 700 500 400 300 1900

To— A B C D
From Supply
-L ~
o
1 6 8 7 12 500
0O, | 13. 9 11 400
400
0O, 8 l 12C—) | 900
O, o o 0 0 100
(Dummy)
Demand 700 500 400 300 1900 900

Techniques for Decision Making) AUc
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Total Transportation Cost = 6 x 500 + 10 x 200 + 13 x 200 + 10 x 300 + 12 x 400 + 14 x 200 + 0 x 100
= 3000 + 2000 + 2600 + 3000 + 4800 + 2800+ 0 = 18200

2.1.10.3. Minimising Transportation Problems

Generally, transpotation model is used for solving the cost minimisation problems, It is also used for solving the problems
in which objective is to maximise total value or benefit.

Example 24 Determine optimal solution of the following transportation problem in order to minimise product’s
transportation cost. The structure of per unit cost is shown in table below:

X | Y| Z | Supply
P 16 | 19| 12 15
Q 201119 16
R 14 | 18 9 11
Demand | 10 | 17 | IS 42

Solution: After implementing the VAM method, we have the following allocation table:

Row Penalty
X Y y A I 1 111 v Y
: O Osls « « ¢ n
16 19 12
Q 3T - - - -
2 11 19 |16
R 1nml|ls st - - -
14 18 9 @
10 17 15 42
1 2 7 3
E o 2 1 3
i
g m 16 19T 12
K Iv 16t - 12
v - - 127
The allocation will be as follows:
Allocate 10 to cell (P, X) = 160,
Allocate 1 tocell (P, Y)=19
Allocate 4 to cell (P, Z) = 48,
Allocate 16 to cell (Q, Y) =176
Allocate 11 tocell (R,Z)=99
Total Cost = 160 + 19 + 48 + 176 + 99 =502
Example 25: Solve the following transportation problem by VAM.
Supply
11 13 17 14 250
16 18 14 10 300
21 24 13 10 400
Demand | 200 | 225 | 275 | 250 950
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Solution: Applying VAM Method, we have the following table:

Supply

11

16 @ 14 @ 300

10 4 4 4 4T -
21 24 @ 1(@ 400 3 3 33 3
Demand 200 225 275 250 950
sT 5 1 0
- sT 1 0
Column - 67T 1 0
Penalties - - 1 0
- - 13T 10
- - - 10

Transponation Cost = 11 x 200 + 13 x 50 + 18 x 175 + 10 x 125 +13 x 275 + 10 x 125
=2200 + 650 + 3150 + 1250 + 3575 + 1250
=v12075

Optimality Test (MODI Method)
Since the number of basiccells=4+3—-1=6

No. of allocations = 6
~.The solution is non-degenerate.

Now we calculate u; and v; using u; + v; = ¢;; for all allocated cells.

Supply u

1 | 17 14 250 u =0
16 @ 14 1@ 300

18

21 24 13: 10 : 400

u=S5

u;=5

Demand 200 225 275 250 950

vy vi=11 va=13 vy =8 vi=S5
Now we find net evaluations d = ¢;; — (u; + v)) for all non-occupied cells. Then we have,
di=cii—(uy+vy)=17-(0+8)=9, du=ciu—U+v)=14-(0+5)=9
dy=cy—(uz+v)=16-(5+11)=0,
d\l=C]|—(L|J+V|)=2| —(5"‘1‘):5.

dn=cn—(U+vy)=14-(5+8)=1

Row Penalties

dp=ca—(U+v)=24—(5413)=6

ques for Decision Making) AUC
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Since all d; 2 0, so final optimal solution is as follows:

Supply

I l 17 14 250

NECIRECHE
T CECe

Demand 200 225 275 250 950
Optimal Transportation Cost =11%200+ 13x50+ 18x 175+ 13x275+10x 125+ 10 x 125
=2200 + 650 + 3150 + 3575 + 1250 + 1250
=212075

2.1.10.4. Maximising Transportation Problems

Generally, transportation model is used for solving the cost minimisation problems. It is also used for solving the problems

in which objective is to maximise total value or benefit. In this case the unit profit or pay-off p; related with each route, (i.
j) is given instead of unit cost c;;.

Then the objective function in terms of total profit or pay-off is defined as follows:

m n
MaximiseZ=)" 3" p;x;
i=l j=I

For solving the maximisation transportation problem, the algorithm is same as that for the minimisation problem, but few
adjustments are required in Yogel's Approximation Method (VAM) and MODI optimality tests to find the initial solution
because in this problem profits are given instead of costs. In each row or column, by using VAM method to find initia!
solution, penalties are computed as difference between the largest and next largest pay-off. In this case row and column
differences represent pay-offs. Allocations are made in the cells with the largest pay-off corresponding to the highest row

or column difference. In VAM method, penalties are calculated in each row or column as difference between the largest
and next largest pay-off.

The criterion of optimality for the maximisation problem is just opposite of the rule for minimisation problem. For
maximisation case the solution is called optimal when all opportunity costs d; for the unoccupied cells are zero or negative.

Example 26: Consider the profit matrix as shown below:

A| B |C|D| E | Supply
191 21 |16 ]15] 15 150
9 [ 13 [11]19] 11 200
18 19 [20]24 ] 14 125
Demand | 80 | 100 | 75 | 45 | 125

Sl o

Maximise the profit.

Solution: As it is maximisation problem, we have to transform this problem into minimisation problem. For this, we have
to subtract every element of matrix from the largest element (24) of the matrix as follows:

A| B |C|D]| E | Supply
X 5 3 8|9 9 150
Y IS | 11 [13[ 5[ 13 200
Z 6 5 4 0|10 125

Demand | 80 | 100 | 75 | 45 | 125

Here, total demand = 425 and total supply = 475. Since total demand is not equal to total supply, so it is an unbalanced
problem. For balancing this problem, we have to add dummy column with demand equal to 50.
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After applying Vogel's approximation method, the initial solution of above problem will be as follows:
A B | C D E__ | Dummy | Supply

X 5® 8
Y |5@ THREET s 13@ D@ 200
: | & | & @ o | i

4 s] 10

9 9 0 150

Demand 80 100 75 45 125 50 475

Sin_c: lt?!al allocation (B) isequal o (m+n—-1=34+6-1 = 8), so this problem is not degeneracy. For testing the
optimality of above initial solution, apply the MODI method as follows:

A B C D E Dummy | Suopply uw

X 5® 8 9 9 0 150 | w=5
Y 1@ 1 13 s 1@ 0® 200 | w=15

) ()
z 6® 5 4@ l 0@ 10 0 125 =6
() )
Demand 80 100 75 45 125 50 475
v v=0 vi=-2 wvy=-2 v,=-6 vg=-2 vg=-I5

As the all opportunity costs are not zero or greater than zero, hence we have to drop the cell (Y, A) and add the cell (Y, D).
Hence the revised table is as below:

A B C E Dummy Supply [

9 0 150 =6

D
9
5@ |® D@ 200 u;=0
Z o@ 5 4@ 10 0 125 uy=-5

Demand 80 100 15 45 125 50 475

v vi=11 vy=9 vi=9 ve=35 vs=13 ve=0

3 8

Y 15 11 13

As all the opportunity costs d;; > 0, hence this solution is optimal.

Total Profit=50x 19+ 100 x 21 +25x 19+ 125x 11 +50x0+30x 18+75x20+20x24
=950+ 2100+ 475+ 1375 + 0+ 540 + 1500 + 480 =37420

Example 27: A company manufacturing air-coolers has two plants located at X and Y places with a capacity of 200 units
and 100 umts per week respectively. The company supplies the air-coolers to its four showrooms situated at A B,Cand D
which have a maximum demand of 75, 100, 100 and 30 units respectively. Due 1o the differences in raw material cost and
transportation costs, the profit per unit in rupees differs which is shown in the table below. Plan the production programme
50 as to maximise the profit. The company may have its production capacity at both plants parily or wholly unused.

A B C D
X 90 90 100 110
Y 50 70 130 85
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Solution: Since the total demand (i.e., 305 units) is greater than the total capacity, (i.e., 300 units). Therefore. the problem
is unbal}anccd; Therefore, we add a dummy plant with its weekly capacity of (305 — 300) 5 units and transportation cost
from this plant to all demanding cities is zero. Now, the modified table is shown below:

A B C D  Supply

X 90 90 100 110 200

Y 50 70 130 85 100

S dummy 0 0 0 0 5
Demand 75 100 100 30
Problem is Maximization, so convert it to minimization by subtracting all the elements from max element (130):

A B C D  Supply

X 40 40 30 20 200

Y 80 60 0 45 100

Dummy | 130 130 130 | 130 5
Demand 75 100 | 100 | 30

The initial solution is obtained by using Vogel's Approximation Method as given in table below:
Initial Solution Obtained by Vogel's Approximation Method

To A B C D Capacity Row Penalty
From
X 40 40 3 20 2[!) 10 20 0 40 49

(‘IOO)
80 0 4 100 45 = = - -

Y 60
The allocatiofs in the ofiginal problem are aq follows:

Dummy | 130 130 130 130 s 0 0 0 130 -
Demand | 45 100 100 30 305
40 20 30 25
Column 90 90 = 110
Penalty 90 90 -
90 - =
40 = -
To A B C D Supply
Fro
X 90. 90 100 |10. 200
Y 50 70 130 85 100
Dummy 0 0 0 0 5
Demand| 45 100 100 0 305

The maximum profit =90 x 70 + 90 x 100 + 110x 30+ 130 x 100+ 0 x 5 = ¥31600
Here, the number of allocated cells = 5, which isone less thantom+n—1=3+4-1=6



E—

94

This solution is degenerate

MBA Second Semester (Quantita

To resolve degeneracy, we make use of an artificial quantity (d). .
The quantity A is assigned to that unoccupied cell, which has the minimum transportation cost.

The quantity A is assigned to XC, which has the minimum transportation cost = 30.

Using MODI's Method, we notice that this ini

tial solution is also optimal solution. The optimal solution is shown in

tive Techniques for Decision Making) AUC

table below:
To A B C D Supply
From
X 40 40' 30 @ 20. 200
Y 80 60 0 l 45 100
Dummy 130 130 130 130 5
D
emand] 100 100 30 305
Iteration-1 of Optimality Test
1) Findu, and v; for all occupied cells (i, ), where ¢y =u, + vj.
Substituting, u; =0, we get
Ch=u+vy=>v =ECh—u>v, =40-0=$V| =40
CH=EW+ VD uy=C3 -V, DUy = 130—40303 =90
k=W +Va=Dvi=cp-u=v;=40-0=v,=40
=+ vy=cp-u,=>v;=30-0=v,=30
=L +ViDnw=Ccn-vi=>u=0-30=u,=-30
Cu=+vuy=ve=cu-u,=>vi=20-0=v,=20
To A B C D Supply
Fro “
X 40. 40 30® 20. 200 0.
Y 80 60 0 45 100 =30
Dummy 130 130 130 130 5 90
Demand 75 100 100 30 305
v) 40 40 30 20

2) Find d,; for all unoccupied cells (i, j), where d;j = ¢y — (0; + V)
dz| =c2|—(u1+v.)=80—(—30 +40)=70
dz2=c3 - (U + v2) =60-(-30 + 40) =50
du=ca—(uy+vy)=45-(-30+20)=55
du=C!.;—(LI3+V2_)= 130—(90+40)=0
dy3=cy—(uy+ v3)=130-(90+30)=10
dsa = C3q— (U3 + v4) = 130 - (90 + 20) = 20
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To A B C D Suppl
Fron PPlY w
X 40 . 40 30® 20. 200 0
Y 80 60 0 . 45 100 =30
(70) (50) (55)
Dummy| 130 130 130 130 5 90
(0) ag| @0
Demand| o 100 100 30 305
v 40 40 30 20
Since all d;j 20, So final optimal solution is arrived.
To A B C D Supply
From
X 40. 40 30 20. 200
( IM]

Y 80 60 0 45 100
Dummy 130 130 130 130 5
Demand| 45 100 100 30 305

Allocation in the original problem is shown in table below:
To A B C D Supply

From

X 90. 90 10.')@ llO. 200

( 1001

Y 50 70 130 85 100
Dummy 0 @ 0 0 0 5
Demand| 44 100 100 30 305

Themaximumpmﬁt=90x10+90x100+lle30+ 130x 100 +0x 5=331600

2.1.10.5. Degeneracy in Transportation Problems
In transportation problem degeneracy arises if it satisfies the following condition:
Number of occupied cells < (Number of columns + number of rows — 1)

Let the transportation problem consists of ‘m’ number of origins and ‘n" numbers of destinations. Then its basic feasible
solution is known as degenerate if:

Number of occupied cells <(m +n—1)
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Genenally, degeneracy arises during the calculation of the initial basic feasible solution of during the testing of the OPtimy)

solutron: rery small amount (almg

1)  Resolution of Degeneracy in the Initial Stage: For resolving degeneracy, alfeats nc:i ells equal to (m + n T Close
to zero) to ane or mare of the unoecupied cells which results in the number of 0CCUPIES f-,g“ c(t:llos'c: to ze nd o
resolving degeneracy, one or more unoccupied cells are allocated by a small quanuty spostalisn m':: nnd.
performing this activity the occupied cells will become (m+n—-1). Ina mimmls.nm“ Transpa i P bi cm, .A‘ is

allocatad to that unoccupied cell which has lowest transportation cost. While in a m:‘uumlsa % plio em. At
allocated to that cell which has highest payoff value. In some cases, A must be added in one of those cells wey
uniquely idenufy the values of u, and V. ’ i

2) Resolution of Degeneracy during Solution Stage: This is another method used to resolve degeneracy which ntiscs durip
opumality test. In this method "A’ is assigned to one or more cells which are recently \acmed Then the new solution Consigys
of a number of cccupied cells equal to (m + n - ). Once the optimal solution is reached, it may be removed.

ple 28: A utical company . . : source A, B, C to destinations X, Y, z
Enm' pharmace Pany transports its medical equipment from so . L« Land
W. The dm supply and time of shipm‘:m are shown f: the following table. Show how company wil] make
fransportation plan so that total cost for shipment is minimum?

Destinations
TX T Y] Z]W[Supply
A w202 8
Source B 1Isl20]12] 8 13
C 2012710 15 11
Demand | S | 11| 8 | 8

Solution: Applying the VAM method, we have the following table: Row Penalty
X Y z W  Swpply I I IO

o® 2 8 0 - -
B l:@ 20 12 s 3 147N

(@]
3]
-
-
e
=)
b
—
—
"
w
o

> Demand 5 11 8 8 32
‘5' I s 8 10t 7
i~ 1 6 8t - 7
§ m 6 - - 7

Total Transportation Costs =8 x 0+ S x 15+ 8 x 8 + 11 x12=0+75+64+132=2271

Test for Optimality using MODI Method
Since the number of allocations (4) is not equal to (m+n—1)=4+3—1 = 6, hence solution is degenerate. For eliminating
degeneracy, we have to add small amount A, and A, in the cell (A, X) and cell (C, Z) respectively. Hence now total

numbers of allocated cells has become equal to (m + n - 1). Let us calculate the value of u; and v; for all occupied cells
using the , + v; = ¢;;, we have following table:
X Y Zz W Suopply u

A 10 2 0 2 8 | =0

B 15@ 20 12 8 13 | u=s

C 21 12® 10 15 1 |uy=10
Demand | 5 1 8 8 32

v vi=10 v;=2 v;=0 ve=3
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Now we have to caleulate ¢, = ¢y = (u, + v)) for all non-allocated cells. We get the following values:
dip == (U +vy) =22 (0 + 2) = 20, du=cu-(u+v)=22-(0+3)=19
dn=cn=(u+v)=20-(5+2)=13, dp=cn=(u4vy)=12-(5+0)=7
dy=cn=(n+v)=21-(10+ 1) =1, du=cu—(m+v)=15-(10+3)=2

Since all values of d;; >0, hence it is an optimal solution.
Total Transportation Cost = 3271

Example 29: A company has three plants with capacities of 60, 70 and £0 units respectively to meet the demands of three
warchouses with respective requirement of 50, 80 and 80 units. Given the following per unit costs transportation, find the
optimum transportation plan.

Warchouse | A | B | C
X 81713
Plant Y LI
Z 1mji3|s
Solution: The problem is balanced as, total demand = total supply. The initial solution is determined by VAM.
A n C Supply Row Penalty
(60) 4 4 3 3
X 8 7 3l 60
s 1 9 -
Y 3 8 20 70
2 2 - -
5
z 1 C 80
A
Demand 50 80 80 210
5 4 2
Column - 4 2
Penalty - - 6
- - 3

It is observed that in the initial solution the number of occupied cells are 4, which is less than(m+n—-1)=(3+3-1)=5.
Hence the initial solution is not feasible and there is the problem of degeneracy.

Thus to make the solution feasible we introduce a small number A in one of the independent empty cells of initial solution
with least cost. Evidently this is the cell (Z, C).

Optimal solution can be obtained by MODI method.

Determine all u; and v; values, for each unoccupied cell A;=u, + v, —;;.

Plant A B C Supply
8 7 3 60 0
X
(-11) (-6) .
Y 3 1 2 70 6
z - 3 s @) s 2
(-12)
Demand 50 80 80 210
"l -3 1 3

Now since all A; <0, the current feasible solution is optimum.

Hence, the transportation cost of the optimum schedule is

=3x60+50%x3+20x9+3x8B0+5xA =750+ 5A

=750 since A=>0
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2.1.10.6. Transhipment Models . from source to destinatio,
It is a generalisation of transportation problem. In this case there is the possibility that a shlpmcf:;‘ hances of any econo iy
and vice versa as well as source to source and destination (o destination. In some cases there are © cd destinations i
as a result. It can be formulated like a transportation problem in addition a large number i ‘

For example, consider an industry with two factories F, and F, as well as three wa:rchouscs ki n(;l:l:]\:{:légi:ecral? .
considered as a simple transportation problem if the transportation is only from factories (0 warehouses. -
if the transportation is done from one factory to another factory 0
or warehouse and from warehouse to any factory or another
warchouse then it is considered as the transhipment problem.
Like this, transportation of material comprising two altered
transportation modes- roads and railways or the between
stations that are linked by broad gauge and metre gauge lines.
This transportation will certainly involve transhipment.

To drive the transhipment, disregard the distinction between
sources to destinations. So that, the transportation problem with 1200
s sources and d destinations can be converted into transhipment
problem with s + d sources and s + d destinations. If total flow

into a node is equal to total flow out from nede, node represents

a pure transient node. Figure 23: Transshipment Network between Plants

and Dealers

Example 30: Two vehicle manufacturing plants, x1 and x2, are linked to three dealers, dl, d2, and d3, by way of two
transit centres, T1 and T2. This network is shown in figure 2.3. The supply amounts at plants x1 and x2 are 1000 and 1200
cars, and the demand amounts at dealers dl, d2, and d3, are 800, 900, and 500 vehicle. The shipping costs per car (in %00)
between pairs of nodes are shown by links of the network. Transhipment occurs in the network because the total supply
amount of 2200 (= 1000 + 1200) vehicle at nodes x1 and x2 could pass via any node of the network before ultimatcly
reaching their destinations at nodes dl, d2, and d3. Every node with input and output arcs is considered as a source and
designation and this node is work as transhipment node. The other remaining nodes are either pure supply nodes (x1 and
x2) or pure demand nodes (d3).

1000

This transhipment problem can be changed into standard transportation problem having six sources(x1, x2, T1, T2, dl, and
d2) and five destinations (T1, T2, dl, d2, and d3). The total amounts of supply and demand at the different nodes are
computed as follows:

Supply at a pure supply node = Original supply

Demand at a pure demand node = Original demand

Supply at a transhipment node = Original supply + Buffer amount

Demand at a transhipment node = Original demand + Buffer amount

According to the requirement the buffer amount must be greater to allow all of the original supply (or demand) units to
transfer via any of the transhipment nodes. Let us consider that B be the needed buffer amount then we have:
B = Total supply (or demand) = 1000 + 1200 (or 800 + 900 + 500) = 2200 cars

With the help of buffer B and the unit shipping costs; one can construct the equivalent regular transportation model as

shown in table 2.18.
Table 2.18: Transshipment Model

T1 T2 dl d2 d3
3 4 M M M
x1 ), = 1000
2 5 ‘M M M
x2 - 1200
0 7 8 6| M
TI B
M 0 M 4 9
T2 B
M M 0 5 M B
dl
M M M 0 3
al - B

B B 800+B S00+B 500
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The 50‘"[?0" of the above transportation model is illustrated in figure 2.4. The effect of transhipment: Dealer d2 receives
1400 vehicle, keeps 900 vehicles to satisfy its demand, and sends the remaining 500 vehicle to dealer D3.

Figure 2.4: Solution of the Transshipment Model
Example 31: The requirements and capacity at the factories in terms of unit transportation costs for the company XYZ

Ltd. are shown in table 2.19:

Table 2.19
Warehouses
W, | W, | W, | Supply
Factory | F, 2 6 30 150
F; 6 10 | 50 | 300
Demand | 150 | 150 | 150 | 450

Factory to factory, unit transportation cost is shown in following table 2.20:
Table 2.20
Factory
Factory | Fy 0 130
F, 2 0

Warehouse to warehouse, unit transportation costs are shown in following table 2.21:
Table 2.21
Warehouse

W, | W, [ W,
W, 0 46 2
Warehouse | W, 2 0 6
W, | 130] 6 | O

Warehouse to factory, unit transportation costs are shown in following table 2.22:

Table 2.22
Factory
Warehouse | F;, | F;
W, 6 | 30
W, S0 6
W, 90 | 110

Solution:

Step 1: First we have to convert the above transshipment problem as a simple transportation problem:

One can get a formulation of transhipment problem by adding a 450(buffer stock). This stock shows the total capacity and
total requirement in the original transportation piohlem to each row and column of the transhipment problem using the

table 2.19, table 2.20, table 2.21 and table 2.22. Thereafter the final transportation problem consists of m+n=35 origins and

m + n = 5 destinations as shown in table below:
Table 2.23: Transshipment Table

FL|F W, W, W, Supply
F, 0 | 130 2 6 30 150 + 450 = 600
F, 2 | 0 6 10 50 300 + 450 = 750
W, 6 | 30 0 46 2 450
W, S0 | 6 2 0 6 450
W, 90 | 110 130 6 0 450
Demand | 450 | 450 | 150 +450 =600 | 150 + 450 = 600 | 150 +450 =600 2,700
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Step 2: We get the following allocations after solving the transportation problem:
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g ' ly
F, F; w, W; Ws Suppl;
150 ) 150 )
F, 0 130 2@0) 6 30 600
300 450
F, 2(‘) 0 6 10 50 750
300 150
W, 6 30 p 46 2 450
W, 50 6 2 0 6 450
150
W, 90 110 130 6 0 450
T
450
Demand 450 450 600 600 600 2,700
Thus we have  x,, = 150, X3 = 300, X154 = 150, X3 =300
Xn= 450. X33 = 300. Xys = 150, X434 = 450,
Xgs = 450

The details of the above transhipment problem are shown below:

1) The x;; = 300 units are transported from the facto
consisting of originally 150 units from F,.

2) From factory F, the x,3 = 300 is transported to W, and x,4 = 150 is transport to W,.

3) From 300 units available at W, transport x3s = 150 units to Wi.

Total Transshipment Cost =

ry F; to factory F,. An increment of availability to 450 units

2 x 300 + 6 x 150 + 2 x 300 + 2 x 150 = 2400

As allocations are transported from factories to warehouses as per table 2.22, hence the minimal transportation cost

allocations are x;3 = 150, x3; = 150, X3 = 150 with a minimal cost of  6,900. Thus, transshipment reduces the cost of
cargo movement in such case,

Example 32: Consider the following transhipment problem with two sources and three destinations. The unit cost of

transportation between different possible nodes is given in the following table. Find the optimal shipping plan such that the
total cost is minimised.

Destination
S S, D, D, D, Supply

S, 0 3 12 4 12 800

S; 5 0 3 6 10 700

D; 8 10 0 4 20 -
Source D; 20 12 5 0 15 -

D, 8 10 30 8 0 -

Demand - - 500 400 600

Solution: For this trans-shipment, total supply = total demand = 800 + 700 = 500 + 400 + 600 = 1500

Adding 1500 units to each supply/demand point, we get the following table. Initial basic feasible solution (IBFS) obtained

by the vogel's approximation method is also shown,

S S, D, D, D, Supply
Sy 0 3 12 4 12 800 + 1500 = 2300
5 5 0 3 6 10 700 + 1500 = 2200
D, 8 10 0 4 20 1500
D, 20 | 12 s 0 15 o
D, 8 10 30 8 0 T
Demand | 1500 | 1500 | 500 + 1500 = 2000 | 400 + 1500 = 1900 | 600+ 1500 = 2100
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[nitial feasible solution is:
S S, D, D, D, Supply Row Penalty

S, 23m333:||3|2—

€D s 1010
> 5 0 p 6 S ;00 3033336

1500
D, 8 10 4 0 | 1500 |4 484 -----~

D; 20 12 5 15 1500 |5 5 - - - -~~~

D 8 10 30 B 0 100 |8 - - - - - 7 7 ©

Demand 1500 1500 2000 1900 2100
5 3 3 4 10
5 3 3 4 2
5 3 3 0 2
- 3 3 0 2

Column

Penalty - 3 9 2 2
- 3 - 2 2
- - - 2 2
- - - - 2
- - - = 10

The minimum total transportation cost =0 X 1500 + 4 x 400 + 12 x 400+ 0 x 1500 + 3 x 500 + 10 x 200 + 0 x 1500 + 0 x
1500 + 0 x 1500 = 9900

Here, the number of allocated cells =9 is equal tom + n — 1=5+5-1=9
. This solution is non-degenerate.

Optimality Test Using MODI method
Allocation table is:

S| S: D| D; Dg Sllppl,’
S,

0 3 12 4 12 2300
e

5 0 3 6 10 2200
D, 1500

8 10 0 4 20 1500
D;

20 12 5 0 15 1500
,

8 10 30 8 0 1500

Demand 1500 1500 2000 1900 2100

We find u, and v, for all occupied cells (i, j). where ¢, =1, +V;
Substituting, u, = 0, we get

Cu=u|+v|:>v,=0—0:>v.=0 cu=n+va=>v=4-0=>v,=4
Cu=n+vy>u=0-4=>u=-4 Cis=un +Vs=>vs=12-0>ve=12
Cas=Uy+Vs=> U = 10-12=>u;=-2 cn=h+Vi=2v=042=v,=2
=l +V;>Vv3=34+22%=5 =l +vi=ny=0-5=>u;=-5

C55=U5+v5:>u5=0—l2=:>u5=—12
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Supply o
S, S, D, D; ,——jE
s )| GO woo | ©
0 3 12 4 12
S ‘@
P R
D
' 20 1500 5
8 10 0 4
< N
D,
-4
20 12 5 0 15 1500
D, | G -
8 10 30 B 0 1500 -
Demand | 1500 1500 2000 1900 | 2100
V) 0 2 5 s 12
Now we find d, for all unoccupied cells (i, j), where d;j = ¢;;— (u; + V)
da=ci—(u+v)=3-(0+2)=1
da=cpn=(u +vy)= 12-(0+5)=7
dn=cy—(u+v)=5-(=2 +0)=7
du=cu-(U+v)=6-(-2+4)=4
dy=cy=(U+v)=8—-(-5+0)=13
duo=cu-(U+v))=10-(-5+2)=13
du=cu—-(Wm+v)=4—-(-5+4)=5
dis=cy—(Uy+vs)=20-(-5+12)=13
dy=cay=-(u+v)=20-(-4+0)=24
do=cu-(u+v)=12-(-4+2)=14
do=co-(w+vy)=5-(-4+5)=4
dis=cCas—(ui+vs)=15-(-4+12)=7
d5|=C5|-—(U5+V|)=8—(— |2+0)=20
d51=C52-—(u5+V1)= 10-(=12+2)=20
dy=csi—(us+vy)=30-(-12+5)=37
du=cu—(us+v)=8-(-12+4)=16
S, S; D, D, D, Supply u
S
0 3 12 4 12 2300 0
(1) 0]
S:
5 D 0 3 6 ) 10 2200 -2
D,
8 10 4 -
a3 ap| ° | Pam| B0 | -5
D,
20 12 5 0
- ity @ 15 | 159 -4
D
8 30
20| Yol Pan| Bag| © | 150 | -12
Demand 1500 1500 2000 1900 2100
vy 0 2 5 4 12

Since all dj 2 0. So final optimal solution is arrived.
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[ S| S] D| D] D_| Supply

. @)

0 i ] 12 4 12 2300
S

5 0 3 6 10 2200
D, 1500

8 10 0 4 20 1500
D

20 12 5 0 15 1500
D,

8 10 30 8 0 1500

Demand 1500 1500 2000 1900 2100

Minimum Total Transportation Cost = 0 x 1500 + 4 x 400 + 12 x 400 + 0 x 1500 + 500 + 10 x 200 + 0 x 1500 + 0 x 1500
+ 0 x 1500 =9900

2.2. ASSIGNMENT MODELS

2.2.1. Introduction

A problem in which n different facilities are assigned to n different tasks, such a problem is known as an assignment
problem. For example, if there is availability of three men and there are three jobs o be done where each man has
capability of doing any job but because of individual quality variation, it takes different amount of time for each of them to
carry out each job. Here the problem is how to bring out the assignment of men to the jobs such that total time spent on
jobs can be minimised. Assignment model is basically a special type of linear programming in which the main objective is
to bring out assignment of a number of origins 1o an equal destination number so as to maximise profit or minimise cost. A
one-to-one basis needs is to be followed while assigning values.

Assignment Problem is the technique of selecting the best possible assignment of tasks from a number of
alternatives.

Assignment problems are associated with matching of objects in two distinct set or bringing out optimal pairing.
For example, in a children’s garment sales depot, there are four sales counter and four salesmen. Now the problem is how
assignment of salesmen should be done to the counters in such a manner that the total service time is minimised altogether.

2.2.2. Mathematical Model of Assignment Problem

Given n facilities (resources) and jobs (or activities), and effectiveness (in terms of time, profit, cost, etc.) of each facility
(rescurce) for each job (activity), the problem lies in assignment of each resource to one and only one job (activity) such
that there is an optimisation of the given effectiveness measure. For this problem, the data matrix is shown in table below:

Resources Supply
(workers) | J, | J;...Jp
Wyl e | ey 1
Wz C1) €y ... C3g 1

Wo [ ey | Cra.Cop 1
Demand 1 1...1 n

It is observed from the table that the data matrix looks exactly like the transportation cost matrix. Only exception being
availability (or supply) of each resource and the demand is taken to be onc at each destinations. The fact that lies behind
this is assignment on a one-to-one basis.

Let x; denote the assignment of i facility to i job such that:
| if facilityisassigned to job j
"7 7] 0 otherwise
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Then, the mathematical model of the assignment problem can be stated ns:

n n
Minimise Z = Z z"u Xy
=l =l
Subject to the constraints

n
Z Xy =L for all i (resource availability)
I

Z"u =1 for all j (activity requirement)
=l

And xy=0or I, forall i and j.

Where ¢, represents the cost of assignment of resource i to activity j.
It is clear from the above dat
two characteristics:

1) The cost matrix is absolutely a square matrix, and

2) The optimal problem solution would be always addressed so that in a given cost matrix’s column or row, only op,
assignment will be there.

2.2.3. Applications of Assignment Model

Assignment model possess several applications. Some of them are as follows:
1)  Assignment of operations o job.

a that the assignment problem is a special case of transportation problem possessing !‘ailowing

2) Machines allocation for optimal space utilization.
3) Salcsmen assignment to different sales areas.
4) Employee’s assignment to machines.

5) Effectiveness of teachers and subjects.

2.2.4. Solution of Assignment Problem

Following four methods are widely used for solving an assignment problem: L . .

1) Enumeration Method: Among the given resources (like men, machines etc.) and activities (like sales area, jobs, etc.),
a list of all possible assignments is prepared while using this method. Now, an assignment is sel.ected having minimum
cost and maximum profit (time of distance). In case, same minimum cost or maximum profit is possessed by two or
more assignments, then there are multiple optimal solutions to the problem. Generally. there are a total of n! Possible
assignments for a problem with n job/workers. For example, in a problem with n = 5 jobs/workers, one need 1o
evaluate total of 5! or 120 assignments. However, this method is unsuitable in case when n is large because manual
calculations are difficult. Hence, Enumeration method is applicable with small n values.

2) Simplex Method: Simplex method can be used for solving the assignment problem because each assignment

problem can be formulated as a 0 or | integer LPP which are solved simply by simplex method. In the general
mathematical formulation of assignment problem, it is seen that there are n + n or 2n equalities and n x n
decision. For example, to solve a problem with § workers/jobs, there will be 10 equalities and 25 decision
variables which are hard 10 solve manually.

3) Transportation Method: Assignment problem is known to be a

special case of transportation problem and thus it can
be solved by the use of transportation methods. How

ever, for a general assignment problem, every basic feasible
solution having a square payoff matrix of order n must have assignments m + n —l=n+n - 1 = 2n — 1. But any

solution cannot possess more than n assignments due to special structure of the problem. Thus, there is inherent
degeneration of the assignment problem. So, for removing the degeneracy, dummy allocation of (n — 1) number
is required so as 1o proceed with such transponation method. Thus. it can be evaluated that degeneracy problem
at each solution makes the method of transportation inefficient computation

ally for assignment problem solution.
4) Hungarian Assignment Method (HAM): It is observable that none of the above mentioned three working methods to
solve an assignment problem is efficient. A method specially designed 1o

handle assignment problems is an efficient
way that is based on the opportunity cost concept, known as Hungarian Assignment Method.

This HAM method modifies successively the columns and rows of the effectiveness matrix until there is observance of
at least one zero component in each column and row so that a com

these zeros. When applied to the original effectiveness matrix, the ¢
assignment in which the resulting total effectiveness comes out to be
this method to optimal assignments in finite steps which are technicall

plete assignment can be made corresponding 10
omplete assignment comes out to be an optima!
minimal. There will always be a convergence of
y lermed as assignment algorithm.
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2.2.5. Hungarian Method/Flood’s Technique |

It can be observed that none of the above mentioned three working methods to solve an assignment problem 15 ‘”T'C""'- A
llungﬂriﬂll Assignment Method (IIAM) method specially designed to handle assignment problems 1s an efficient way
that is based on the opportunity cost concept.

This HAM method modifies successively the columns and rows of the effectiveness matrix until there is observance of at
Jeast one zero component in each column and row so that a complete assignment can be made ccnc‘Pﬂ“_‘"ﬂE to l_h‘“c ZETOS.
when applied 1o the original effectiveness matrix, the complete assignment comes out (o be an optimal assignment in
which the resulting total effectiveness comes out to be minimal. There will be always a convergence of this method to
optimal assignments in finite steps which are technically termed as assignment algorithm.

Following are the various steps which are involved in the assignment algorithm: (figure 2.5)

Prepare the assignment table

Add dummy row (s) or column (3)

]

Convert it into a Minimization
problem by subtracting all the
clements from the largest element

|

Is it a balanced problem?

It is a maximization problem?

No &

Obtain the reduced cost table. For this:
1) Subtract the minimum element in each row from all the elements of that

row and then .
2) Subtract the miniimum element in each column from all the elements of
that column
Y
Draw munimum number of lines to cover all the zeros m the table >
Subtract the smallest uncovered
Does the element from all the uncovered

number of lines drawn
equal the order of
the matrix?

elements. Add it to the elements
that lie at the imtersection of
lines. Keep the remaining

elements unchanged in the
revised cost able
Opumum solution obtained
Y
Stop

Figure 2.5: Flow Chart for the Hungarian Method

Step 1: Row Reduction: Lowest cost in the row is Step 4: In the case when minimum number of lines in n %
subtracted from each row. n matrix is less than n, then smallest number is selected
Step 2: Column Reduction: Lowest cost in the column is which does not have a line through it.

subtracted from each column of this new cost matrix. Step 5: This number is then subtracted from all elements
Step 3: Minimum number of vertical and horizontal lines are that are covered by lines and added to the elements which
drawn so as 1o necessarily cover all zeros at least once. If in an are located at the intersection of two lines. Step (3) is
N X n matrix, minimum number of lines is n, then for the given applied again to find a solution among the new set of
assignment problem, one has an optmal solution zeros. In case, no result is found, this step is repeated and
corresponding to a set of independent zeros i.c., a set of zeros usage of step (3) and (4) is continued until we find a
where no two zerus in the set occur in the same row or column. solution of the assignment problem.
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Step 6: Optimality  Criterion: The job assignments are

made with the help of given optimal solution as indicated by
the *zera' clements. The procedure for this is as follows:

1) Arow is located which is contaiming only one ‘zero'
clement. The job corresponding to this element is
assigned to its corresponding person, All zeros in the
column comesponding 10 the element are crossed out,
if any. This indicates the fact that there is no more
availability of particular person or job.

i) Step (i) is repeated for each of such rows that contains
only one zero in that. The same operation is
performed similarly with respect to each column
containing only one ‘zero' element in the row in
which there is element, if any.

iii) In case when there is no column or row with only onc
‘zero’ element left in them, then arbitrarily selection
of a row/column is made and one of the jobs or person
is chosen 1o make assignment. Now the remaining
zeros are crossed in the row and column with respect
to which we have done the assignment.

Repeat steps (i) to (iii) until we have done all the
assignments,

Total cost is determined with reference to the original
cosl table.

iv)

v)

Example 33: Solve the following assignment problem
using Hungarian Method.

Tasks

Men A B|C|D
1 45 | 40 | 50 | 67

2 57 | 42 | 63 | 55

L] 49 | 51 | 48 | 64

d4 41 | 45 | 60 | 55

Solution: Applying Hungarian Method, we have the
following steps:
Step 1) Row Reduction: Sclect the lowest element of

each row and sublract it from the other elements
of that row as follows:

Tasks
Men A B C D
1 5 0 10 27
2 15 0 21 13
3 1 3 0 16
4 0 4 19 14

Step 2) Column Reduction: Select the lowest element of
each column and subtract it from the other
elements of that column as follows:

Tasks
Men A B C D
1 5 0 10 14
2 15 0 21 0
3 1 3 0 3
4 0 4 19 1

Step 3) Draw Lines: Now we have to draw minimum
number of lines in such a manner that it covers all
zeros. For this one has to first cover those
rows/col'mns that contain maximum zeros.

MDA Second Semester (

Quantitative Techniques for Declsion Making) Auc
uantit

Men A
5
2 s &
1
3
.‘ ,_.1’..... - ....w,_

umber of lines drawn is 4 which are
As ll:c‘:)o:-:l,lwnslculumns (n = 4), so the solution jg
cq:'j;:ml The assignment can be made py
[:fannin.g all zeros. The assignments are shown by
.squ gre symbol ( )asshownin table 2.24,

Table 2.24: Assignment of Tasks

Tusks
Men A ] C D
— 1 | S o] | 1w 14
2 15 X 21 m|
3 | 3 (0] 3
4 4 19 1

Step 4) Optimal Solutlon: The assignment made oceyr

in the following sequence. Since the first, third
and fourth rows have only one zero, hence
assignment will be 1-B, 3= C and 4-A. As the
task B is assigned for the men 1, we cross-out
other zeros occur in the second column. The only
zero occur in the second row is for men 2 and
task D. Hence the assignment will be 2-D, The
optimal solution will be as follows:

Men | Tasks | Cost
| B 40
2 D 55
k] C 48
4 A 41
Total | 184

Example 34: Find the optimal solution for the following

assignment problem by using Hungarian method.

Job

Worker | A | B C | D
1 45 [ 40 | 51 | 67
2 57 | 42 | 63 | 55
3 49 1 52 | 48 | &4
4 41 | 45 | 60 | 55

Solution: Applying Hungarian Method,

Step 1) Row Reduction: Subtract from each element of

each row the lowest cost in that row.

Job
Worker A B C D
1 5 0 11 27
2 15 0 21 13
3 1 4 0 16
4 0 4 19 14

Step 2) Column Reduction: Subtract form each element

of each column the lowest cost in that column.

Job
Worker A B T DA
1 5 0 11 14
2 15 0 21 0
3 ! 4 0 3
4 0 4 19 I_J

A
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Step 3)

Step 4)

Dl"n.w Lines: Cover )| the zeros by drawing the
minimum number of lines, To do this first cover

all those rows/columns that hold maximum
number of zeros,

|
Worker A m Joh C D
! 5 ( I 14
2 51— t 0
3 1 4 [ 3
4 | —0—{—A—|m—f-1-

Here the number of drawn lines is 4 which is
equal to the n. This implies that we got the
optimal solution. When scanning of rows and
columns to check the unit zeros is completed then
make the assignments. In the table 2.25, the
assignments are shown by the use of squares.

Table 2.25: Assipnment of Jobs

Job
Worker A B C D
1 5 (o] 1 14
2 15 X 21 (0]
3 | 4 (0] 3
4 m] 4 19 1

Ontimal Solution: The order of the assignment is
made as follows. Because rows number 1, 3 and 4
occupy only one zero each, so the assignment is 1-
B, 3-C and 4-A. As job B has been assigned 1o the
worker 1, so the zero present in the second column
and second row will be crossed. When these
assignments are done, the only left worker is 2 and
job is D. Hence the final assignment is given as:

1 —> B

2 == D

j— C

4 —» A

Example 35: Solve the following assignment problem:

Cost Matrix Table

Machines
A B C D E
1{n 17 8 16 20
219 71 12 6 IS
Jobs 3|13 16 15 12 16
4121 24 17 28 26
s114 10 12 11 13

Solution: Applying the Hungarian method, the appropriate
assignments are made as follows:
Step 1) Row Reduction: Find the minimum value from

the each row and then subtract it from all
elements of that row. This is illustrated in the
following table:

Machines
A B CD E
13 9 0o 8 12
213 1 6 0 9
Jobs 3|1 4 3 0 4
4la4a 7 0 11 9
5!4 o 2 1 3
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Step 3)
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Column Reduction: Do the same procedure
along columns as done in rows. This is illustrated

in the following lable:

Machines
A B C D E
12 9 o 8 9
212 1+ 6 0 6
Jobs 3|0 4 3 0 )
413 7 o 1 6
s(3 o 2 1 0

Drawing Line: Draw the minimum numbcy of
horizontal and vertical lines in order o cover all

2E108.

Machines
A B C D E
129 p p 9
2{2 1 b p 6
Jobs 3 [Oo—4—d—p—1"
4l3 7 0 1 6
5 F—o—p—31—0

To cover all zeros here only 4 lines are enough.
But here the matrix size is 5x5, which is greater
than the number of lines. So it cannot give an
optimal solution. The minimum number from
which the line does not pass is 1. Now subtract 1t
from each uncovered values and add it to 2ll
those values which are present at cross-section
point. After doing this, again draw lines.

Machines

A B CD E

11 8 6 8 8

2 | +—o0—b—0—>5-
Jobs 3 |-0—4—3—1—1

42 6 6 11 s

5|3—0—3—2 0o

Again the numbers of drawn lines that cover all

zeros are 4 which is less than order of matrix i.e. 5.

So it does not give the optimal solution. Here the

minimum uncovered value is 1. Subtract it from

each of the uncovered values and add it to all those

values which are present at cross-section points.
Machines

Jobs

a W -

5
Again continue with the same procedure, we get
the followi le:
wing table Machines

Jobs

W o W -
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Step4) Optimal Solution: Now the order of the matrix  Since there are only four e “WCh ;8;’:7(‘;) lj\f: sci[rlrerlu
and the number of drawn lines are same i.e. 5. is less than the order of gc :x?:; n:ve sublr:;d he least
: t is not opurm
A h:l“dﬁ(;l esD E :snségcrrzg \l':uuc (rom all uncovered values and add
1 6 X 6 6 intersection point of lines.
X
212 @ 8 X 5 .
Jobs 3@ 3 5 [0 ¥ 0 [ 4]
a1 4@ 9 3 Bls |0 2
54 @5 2 [ czlg\lH_LH‘%
D -
The order of the assignment made is as follows: glili[sfofo]
Jobs Machine | Cost | Now again we draw the lines hich cover the entire zero,
| - A 11 X, X; X \ X4 ‘ Xs
2
. i ,72 I N N | |
s |- ¢ [ b |t 0_&-22_
3 C |-t 1—6—1—0— 24 |
- E 13 D b l ; 8 l 6 11 26J
Minimum Cost=11+7+12+ 17+ 13=360 E |———1 | — |8
. ; | to order of matrix
Example 36: Solve the foll i . Here number of lines are not equa
P = vexe ox ow;]g us;ugnrzcm. hence assignments are not possible. So, we repeal the
A I; 2‘; 35l 2(; 3!; . above process. Now again drawing lines we have
Bla{22133117 (3% following matrix:
clulos a5 ][4 BEERIEIEAES
AN IEREIRLARS Ao el 1 [m)
011918 B o 6 \ 0 l zln ‘
Solution: Applying Hungarian Method, the steps are as c| & 0 6 0 | » \
following: D | ¢ 3 [ 3| 3 |
Step 1) Row Reduction: Subtract the lowest element in E| 3 s | 6 | 6 |
each row from all the elements of that row. ]
X [ |X | X | X Step 4) Optimal Solution: Now the numbers of lines are
Al O 14 | 20 5 2 5. Hence it gives the optimal solution.
B 4 10 16 0 19
cl 2 0 ] 2| 0 | 2 v | X | X5 | X | X
D| o | 17 |25 [ 1 [ 2 Al XK | X @ ]| 1] 2
El 1 [ 12 ]2]1]o0 B s | @ | X | X | 2
Step 2) Column Reduction: Subtract the lowest element C %] f 2 [gl ig
in each column from all the elements of that column. [p); ; l : X T
X, Xa X Xy Xs
Al O 4 4 5 1 8 Assignments are made in the following order.
B 4 0 0 0 19 .
cl2lol6 o] ,; = LY 35
p[ o [ 71971 ]2% = ;i g
E| | 2 6 l 0 3 2
D| 5 | X 14
Step 3) Draw Lines: Making the minimum number of El = [ Xy 13
lines covering all zeros. As a general rule, one should Total = | 109
first cover those rows/columns which contain larger '
number of zeros. Example 37: Find the least cost allocation for the
following data:
Xo | X | Xy | Xo| Xs Typlst Job
NEEEEEE R PIQIR| ST
B | —4—t—0—1—0—t—0——t le gs 75165125 [ 75
; —1—0 0| 78|66 | 132|718
—t—9 A
Nis = RERE C |70 |66 |57 11469
Do |7 D (80|70 12|72
E[ 1 [ 2161110 E_|%6]6t)56] 11268
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Solution: Applying Hungarian Method, we have the
following steps:

step 1) Row Reduction: Select the lowest element of

cach row and subtract it from the other elements
of that row as follows:

Since again the total number of lines that
covering the all zeros (4) is not equal to order
of the matrix (n=5), hence the solution is
not optimal.

Again deduct the minimum uncovered value from
Typist P Q J;h S T all other uncnvcrcq valuaf. except from the
A 20 10 0 60 0 values of point of intersection lines, where the
B 24 12 0 66 2 values are added.
D 20 | 12 0 60 12 Typist | P Q R s | T
L _E 20 8 0 56 12 A 7 I 2 ? g
1 0
Step 2) Column Reduction: Select the lowest element of g ?) 0 2 0 2
each column and subtract it from the other ' D 5 1 0 I 0
elements of that column as follows: E 8 0 3 0 3
Typist P Q Jab S T Now, again lines are drawn in order to cover
A 7 2 0 3 0 all zeros.
B I 3 0 | 10 | 2 Job
C 0 1 0 1 2 Typist P Q R S T
D 7 3 0 4 2 A 7 1 2 3 0
E 7 0 0 0 2 B 9 1 0 7 0
C 0 0 2 0 2
Step 3) Draw Lines: Now we have to draw minimum D 5 | [} 1 0
number of lines in such a manner that it covers all E & 0 3 & -
zeros. For this one has to first cover those ' '
rows/columns that contain maximum zeros. Now again the total number of lines that covering
Job lhcnllz:ros(-t)isnothualloordtrofllmmamx
Typist P Q R S T (n=5), hence the solution is not optimal. Again
A 3 A 0 ——0 deduct the minimum uncovered value from all other
B 11 3 0 10 2 uncovered values, except from the values of point of
C 0 t \ = intersection lines, where the values are added.
D 7 4 0 1 2
E 7 o 0 ey 3 Job J
Typist P Q R | S T
As the total number of lines drawn is 4 which are A 6 0 2 2 0
not equal to rows/columns (n = 5), so the solution B 8 0 0 6 0
is non-optimal, C 0 0 3 0 3
D 4 0 0 0 0
For obtaining the optimal solution, we have to E 3 J 4 0 3
subtract the minimum uncovered value of cost 2
matrix from other uncovered elements of matrix, Now, again lines are drawn in order to cover
excepl intersection point of lines where the values all zeros.
are added. Job
Job Typist P Q R T
Typist [ P Q R S T A 6 0 2 ] 0
A 7 2 2 4 0 B 8 0 0 3 0
B 9 2 0 8 0 C o 4 o 5
[ 0 1 2 I 2 D 4 Q D 0 b
D S 2 0 2 0 E 8 ] ® 3
E 1 0 2 0 2
Now_. the numbers of line (5) is equal to order of
Now, again lines are drawn in order to cover all matrix (n =5). Hence this provides optimal
oy solution. The assignment will be as follows:
Job Job
Typist P Q R S T Typist | P Q R S T
A | 2 1 4 [} A 6 X 3 3
B ] 2 0 8 ) B R X | 1ol 5 X
C b 1 2 | ? C X 3 X 3
D 5 2 ) 2 0 D i X T X T T X
E ! 0 : ® E 8 4 ¥ 1 3 |
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Step d4) Optimal Solution: The se

quence of assignments
will be as below:
Typist | Job | Cost
A T 75
| B R 66
C P 70
D S 120
E Q 64
Total | 395

2.2.6. Branch and Bound Algori
Generally smaller and smaller subsets gOrlthms

are to be generate

rcpe:m:dly dividing the space of all feasible soil;ut':ilons. g‘l‘g
is known as branching. Within each subset of solution, a
lower bound is calculated for cost solutions to minimise the
problem. This is known as bounding. When we make the
subsets, we eliminate those subsets for further partitioning

“hos_o:: bound is more than the cost of known feasible
solution. This is done after each partition of subsets.

In this way, a big part of subsets of solutions may be
eliminated without

any test of each solution from
consideration. This process of partitioning continues till that
we do not find the feasible solution, The cost of this feasible
solution should not be greater than the bound for any subsel.
In this technique, more the number of solutions examined
before getting the optimal solution, more is the success rate.

With the finite number (ordinarily big enough) of feasible
solutions, the integer programming problems, scheduling
problems. plant location problems, assignment problems,
traveling salesmzn problems, knapsack problems, and
some more problems can be solved by using branch-and-
bound algorithm with some amount of success.

A certain process to the find the optimal solution is referred

by this algorithm. In different kinds of problems, it is used

differently. It is basically used in combinatorial problems

where the number of solutions is finite. With the use of few

rules, these solutions are partitioned into two parts:

1) One keeps the optimal solution most probably and so
forwarded for the further examination.

2) The other one does not contain the optimal solution,
so it is left-out for further process.

Solution to Assignment Problems

As referred in this technique, initially all the possible
solutions to the problem are listed and then from this list,
the most optimised one is selected. When the people and
jobs are added to the problem, the number of solution also
increases. Hence it is very difficult to handle the problems.
Even though the computers may be used to handle it, but it
becomes extremely costly and time consuming.

For example, take a problem having ten workers and ten
Jobs needs a consideration of 36, 28, 800 numbers of
feasible solutions. An enumeration is assigned by the
branch and bound technique but this is done so efficiently

that there is only few number of possible solutions needs
to be examined individually.

d Algorithm

Branch .;:?5:}:::]150 nsgider the relation and assume the

Step 1) d;stanCCS 1o which required:l rows and columpg are
added for making the matnx to be square,

w to make atleast one zero in each row and

Step 2) ::;h column, subtract the least value among j
elements from each row and then from each

lumn.

Step 3) ;?ow we get the sum of values subtracteq from

P rows and columns. This sum constructs the valye
of the root of a directed tree.
4) For making a first bi-partition, every zero of 1,

Sp) relation is assigned an amount which is equg) o
the sum of lowest value of the row and the lowes;
value of the column whose member is zer,
These numbers are framed in boxes.

Step 5) Now the directed tree is constructed by inputtin
the two vertices with denomination of e
element having the largest value with each frame,
A value equal to root plus amount found for the
related element is given to which that jg
represented by a negative sign. The other js
represented by positive number.

Step 6) If the 0 is the highest framed value is the member
of the row and column then that row and column
is removed from the relation of distances. Now
one gets the new relation of a lower order,

Step 7) Follow the step 2, in order to obtain a relation
having atleast one zero in each row and column,

Step 8) For calculating the value of vertex with a positive
symbol, corresponding to the bi-partition described
in step 5, one adds the sum of the amounts
previously subtracted from rows and columns, to
the previous vertex (i.c., root of directed tree).

Step 9) New bi-partition will be formed from the hanging
vertex which processes the lowest value.

Step 10) The process is continued by following step 4,
until the matrix of order 1x 1 is not formed.

Example 38: Following table illustrates the cost to
accomplish various jobs by different workers:

Worker Job
1 2 3 4
A 90 | 18 | 48 | 50
B 72128 | B85 | RO
C 53192|12] 78
D 20170170 | 25

Find the optimal assignment of jobs to workers.

Solution: There are 4 workers A, B, C and D. Each of
them can do any of the jobs 1, 2, 3 and 4. To find the least
cost assignment by solving the problem with the use of
branch and bound technique is the main goal. This can b
done by using the following steps:

Step 1: The possible solutions of this problem are 4! =24
On the total cost of the assignment, a lower bound (lf)fﬂ
cost would not less than this cost) is obtained. The iml_ﬂ]
lower bound computation tries to give a floor value which
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cannot be greater than the cost of doing all the jobs. The
[asles': method to do_lhis is to sum-up the minimum cost
yalue in each of the given four columns as follows:

20+ 18+12+25=75

This shows D get the job 1, A get the job 2, C get the job 3
and D get the J_Ob 4. A_ﬂ it is shown that worker D is scheduled
to get the two jobs so it cannot be the feasible solution.

Step 2: At this step, a partition is done of the process of
looking for solutions. Go with the assignment of job 1 to
each of the 4 worker in stepwise. Now take the least value

MIET
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This marked value is followed by four branches that
represent four solutions found in the step 2. In all these
four solutions, the lowest value 100 is marked as shown in

the figure 2.6.

When job 1 is assigned to worker B, the least cost 15
127 which is less than the least cost 155 when job | 15
assigned to worker A. Hence this is the [easible
solution. Since 155 is the lowest value so all other
solutions which may be obtained by assigning job 1 10
worker A can be logically neglected. In the same logic.

from each of the left three columns without thinking about
the feasibility of this assignment.

Start assignment of job 1 to worker A having the cost of
790. Now neglect the first row and first column for
worker A and job | respectively. The value 28, 12, and
25 are the least values of second, third and [ourth
column respectively. In the same way, job I is assign to
worker B and second row and first column are neglected.
Now take the least values from each column as do above.
The following table illustrates all this process:

Table 2.26: Assignment of Job 1 To Each Worker

when job 1 is assigned to worker C, the lowest cost 18

144, so we neglect all other 50

lutions which may denve

from the branch following assigning job 1toC.

Step 3: In this step we
found when job | is assig
branch has total cost 100 and does not involve a

take least cost branch of the tree
ned to worker D in step 2. This

feasible

solution hence searching for other cost feasible solutions
are continued.

To do this, assign the job 2 to the workers A. B and Cin

stepwise.
without considering first column and fou
job 1 is already assigned to worker D. Table

iJlustrates the result of this process:
Table 2.27: Assignment of Job 1 to Worker D and jJob 2 1o

Take the least value from cach of the coluinns
rh uw because

227

[ Assignment Lower Bound on the Total | Feasibility
1-A2-B3-C4-D| 90+28+12+25=155 | Feasible
1-B2-A3-C4-D| 72+1B+12+25=127 Feasihle
1-C2-A3-A4-D| 53+18+48+25=144 | Infeasible
1-D2-A3-C4-A| 20+18+12+50=100 | Infeasible

The first two assignments are feasible as seen from the
table. Figure 2.6 shows the tree format of the outcomes of
the two steps. In the figure 2.6, the 75 is marked because
it is the lowest cost bound found in the step 1.

Hence one feasible solution is produced by this operation that is, Job 1
and Job 4 to worker A. Its total cost is 100. The updated tree is shown in

shows the least-cost solution.

Each Worker
Assignment Lower-Bound on the Feasibility
Total
1-D2-A3-C4- | 20+18+12+50=100 Infeasible
A
1-D2-B3-C4- | 20+28+12+50=110 Feasilie
A
1-D2-C3-C4- | 20492+12+50=174 | Infeasible
A

Joblw A

155 Feasible
JoblwoB

127 Feasible
Joblto C

144 Infeasible
JoblwoD

00 \ Infeasible

Figure 2.6: Tree Diagram — Assignment of Job 1 to Each

Worker

to worker D, Job 2 to worker B, Job 3 to worker C
the figure 2.7. The value 100 is shaded which




MIET

CELTRILTE

112 MBA Second Semester (Quantitative Techniques for Decision Making) AUC

Joblwo A

155 Feasible
JoblwB

127 Feasible
JoblwC

144 Infeasible Job21w0 A @ Infeasible
Job1ltwoD

foy—_ Job210B 10 Feasible
Infeasible
i ‘\J\ Job21w C 174 Infeasible

Figure 2.7: Tree Diagram - Assignment of Job 1 to D, Job 2 to Each Worker
The minimum cost of the
This do not have to inv
job 1toD and job 2 to

possible solution when job 1 is assigned to worker D and job 2 is assigned to worker C is 174,

estigate further because lower cost solution finding from the branch illustrating the assignment of
B consists the total cost of 110, that is feasible also.

Step 4: Continue with the branch that shows an infeasible solution with the assignment of job 1 to worker D and job 2 to
worker A having the total cost 100 test if it is

5 possible to get some feasible solution that is lower than 100. With the
assignments of these two jobs there are two possibilities of assigning the job 3 and 4. Either assign the job 3 to worker B

and job 4 to worker C or assign the job 3 to worker C and job 4 10 worker B. The costs of each of the possibilities are 20 +
184+85+78=201and20+ 18+ 12 +80 =130 respectively.

Figure 2.8 shows the complete branch and bound tree.

Jobltw A
155 Feasible
JoblwoB
127 Feasible
Job310B
201 Feasible
Job4 10 C
JobltaC

144 Infeasible Job210 A

JobltoD Job210B
M 110 Feasible

Infeasibl b2 JobdtwB
nfeasible \J\ Jb216C o Infeasible

Job3to C

130 Feasible

Figure 2.8: Branch and Bound Tree — Optimal Asslgnment

One can see that each of the solution is feasible but the cost related with the feasible solution which we found in step 3 is

110 which is less than cost of other feasible solutions. So we neglect all these solutions. Hence 110 is the total cost of the
optimal solution for this assignment problem. Its solution is as follows:

Table 2.28
Worker | Job | Cost
A 4 S0
B 2 28
C 3 12
D 1 20
Total 110

The optimal solution may be verified by using Hungarian Assignment method.
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2.2.7.  Cases in Assignment Problems

There are various basic categories for the assignment
0 roblems. These are as follows:

Cases in Assignment Problems

MIET
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' Balanced Assignment Problems

Unbalanced Assignment Problems

|M'mimislng Assignment Problems

Maximising Assignment Problems

l Travelling Salesmen Problem

Crew Assignment Models

2.2.7.1. Balanced Assignment Problems

A problem with equal number of rows and columns is
known as a balanced problem. For example, if there are 4
workers and 4 jobs in a problem, such a problem is termed
as a balanced assignment problem.

Example 39: Solve the following assignment problem
using Hungarian method:

Job
Typist | A [B [C |D
P 85 [ 55(30] 40
Q 90 | 40 | 70 | 45
R 70 | 60 | 60 | 50
S 75140 | 35| 55
Solution: Applying Hungarian Method, we have the

following steps:

Step 1) Row Reduction: Select the lowest element of
each row and subtract it from the other elements
of that row as follows:

A|B |C|D
P|55)25}| 010
Q50|03 5
R|20]|10]10}| O
S|40] 5 20

Step 2) Column Reduction: Select the lowest element of
each column and sobtract it from the other
elements of that column as follows:

A B C D
P |35 | 25 0 10
Q|3 ] 0 30 | §
R 0 10101 0
S ]2 1] 5 0 [ 20

Step 3) Draw Lines: Now we have to draw minimum
number of lines (horizontal and vertical) in such a
manner that it covers all zeros.

A|lB|]C|D
P | 35| 2| o |10
Q [ | o | IS
R_|[—o—|—fo|10—o
s |20 5] 6|2

Step 4)

13

Here the number of lines drawn (3) is less than the
order of cost matrix (n = 4), hence this solution is
not optimal. For obtaining the optimal solution, we
have to subtract the minimum uncovered value of
cost matrix from other uncovered elements of
matrix, except intersection point of lines where the
values are added.

A|B|[C|D
Pl30]25|0 [5
Ql25/0 [30]0
R|o |15]15]0
S |15]5 |0 |15

Now, again lines are drawn in order to cover all
zeros.

AlB|Cc|D
FEIEIEIE
Q 25 o-t¥i-0-
R o5 is—|—0-
s|is| 5| & |15

Since again the total number of lines that
covering the all zeros (3) is not equal to order of
the matrix (n=4), hence the solation is not
optimal. Again deduct the minimum uncovered
value from all other uncovered values, except
from the values of point of intersection lines,
where the values are added.

AIB|[C|D
Pl25[20]0 |0
Ql25]/0 [35]0
R|O [15]20]0
s |10]0 |0 |10

Now, again lines are drawn in order to cover all
zeros.

A|B C|D
2NN
NEAERIESR
R| 6| 15|30 D
s|1o]| b fo

Now, the numbers of line (4) is equal to order of
matrix (n =4). Hence this provides optimal
solution. The assignment will be as follows:

A|B|C|D
Pl2s| 20X |[@
Q| 25|[@ |35]|X
RI|([@|15]20|X
s|10|X |[@] 10

Optimal Solution: The sequence of assignments
will be as below: -

Typist | Job | Cost
P D 40
Q B 40
R A 70
S C 35
Total 185
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Example 40 Given the following data, determine the least
cost allocation of the available workers to the five jobs.

W11,
W, |8 412061
W lo0l9TssTa
Wy l3 819 2T%
Weld 3T Tols
Wel 9] s s 915
2:::32“ Applying the Hungarian method, the steps are as

tract that 1o all elements of
corresponding rows accordingly. The next table s as below:
Jobs

4 ) ) ) A

Wil?2 1371 Ts To

Walo0 (905 5 Ts

Persons W, [ 1 [6 |7 [0 T3 1"
Weld [3 1 (o3
Weld o3 T3 To

Step 2: Column Reducti

on: Applying same method
along columns. Then we have the table as below:
Jobs

J 1 Jl -'.! Jg Js

Wil7[13ToTs To

Wylo o TaT(s [a

Persons W, [ 1 |6 (6 |0 |3

W, | 4 3 0 0 3

Weld Jo[2T3 o

Step 3: Drawing Lines: Now drawing lines covering all
zeros as below:

Jobs
Lo I L))
W [F7" 71"y TUors-to-
Wy [-0-f-o--F=-F-fs-
Persous W,

-'--—ﬁ---ﬁ--bvﬁ ba*—

W, |"3=1"3ro-tu-t-3-
W |"3-10o-T-tT-to-

Since the number of lines (5) is equal to order of matrix
(5). Hence solution is optimal.

Step 4: Optimal Solution: Assigning the zero U in the
row that has only one zero and x cross out other zero in
the column. Same methed is applying along column.

Jobs
i PR PR PR PR P
w, |7 |3 |X |5 ][0
w:[o]|9 |4 |5 |4
Persons W [ 1 |6 |6 [[0]]4
Wel 4 3 @ X |3
ws [4 |[0]] 2[4 |X

Hence, assig
sequence:
W, = Js
w:—i.h
W,—Lh
W,=1
WJ"—’]z
Hence minimum cost=1+0+2+1+45=9

nment has been made in the f°"°Wing

2272, Unbalanced (Non Square Matriy

Assignment Problems ) ,
This is the case when number of jobs and number
facilities are not equal and it is lcrr_ncq as unb‘ﬂ‘"‘ctd
assignment problem. This type of Tnamx 1§ nm Square anq
since HAM needs a square matrix, so fictitious jobs or
facilities are added to matrix and zero costs are assigned 1o
matrix's corresponding cells. Then, these cells are treqrey
like the real cost cells while solving the problem ang are
termed as dummy rows columns.

For example, assume a cost matrix of onder 4x3, in such g
case, a dummy column needs to be added with zepy cost
clement to make it a square matrix, So that, Hungarian
method can be applicable to solve such problems.

Example 41: A computer science faculty of a college
decides to arrange special seminars on four modem
topics in order to molivate students for academic
discussion. These topics are Computer Network,
Information System, Operating System and E-
Commerce. Each seminar should be held once per week
at 12:00 O Clock. The scheduling of these seminars
should be done in such a manner that number of students
(not attending) is kept to a minimum. The number of

*students which are unable to attend a specific seminar of

particular day is shown in table below:

Computer | Information |Operating| E-Commerce
Network System System | (E-Comm)
(CN) (I5) (09)

Monday 50 40 50 20
Tuesday 40 30 40 0
Wednesday| &0 20 30 20
Thursday 30 30 20 0
Friday 10 20 10 30

Find the optimal schedule of these seminars. Also, find the

number of students who are unable to attend at least
one seminar.

Solution: It is an unbalanced problem with five numbers
of days and four seminar topics. For balancing this

problem, we introduce a dummy column with zero values
as follows:

Computer|Information Operating E- Dummy
Network | System | System |Commerce| (E)
(CN) as (0S) |(E-Comm)

Monday S0 40 50 20
Tuesday 40 30 40 30
Wednesday| 0 20 30 20
Thursday i} 30 20 30
Friday 10 0 10 30

|

h
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Now applying Hungarian methods, we have the

following Steps:

step 1) Row Reduction: Select the lowest element of
each row and subtract it from the other elements
of that row. Since the lowest element in each row
is *0" hence there is no change in each row.

Step 2) Column Reduction: Select the 1owest element of
cach column and subtract it from the other
elements of that column as follows:

CN IS |OS | E-Comm

Monday | 40 |20] 40 0
Tuesday | 30 | 10| 30 10
Wednesday| 50 | 0 | 20 0
Thursday | 20 | 10| 10 10
Friday 0)0]0 10

=1 =1 =2 =0 =A%}

Step3) Draw Llng: Now we have to draw minimum
number of lines (horizontal and vertical) in such a
manner that it covers all zeros.

CN [ IS [ OS | E-Comm
Monday 40 | 20 | 40 0
Tuesday 30 | 10| 30 £0
Wednesday | -50——0—1—20 r—o7
Thursday | 20 | 10 | 10 k0
Friday (O 0 10

Since the number of lines (4) is less than the
order of matrix (n=5), hence this solution is not
optimal. For obtaining the optimal solution, we
have to subtract the minimum uncovered value of
matrix from other uncovered elements of matrix,
except intersection point of lines where the values

q@-+ -+ | [T

are added.
CN|I1S|OS | EComm | E
Monday 3o |10 30 0 0
Tuesday 20 0] 20 10 0
Wednesday | 50 | 0 | 20 10 10
Thursday | 10 | 0] O 10 0
Friday 0 0] 0 20 10
Now, again lines are drawn in order to cover all
zZeros.
CN|1S|OS | E-Comm | E
Monday -30——0-1—% 0 o
Tuesday 20|6] 10
Wednesday | 50 | ¢ | 10 10 0
Thursday THRERE: 10 f
Friday O 8 20— 10

Now, the numbers of line (5) is equal to _on.lcr of
matrix (n =5). Hence it is optimal solution. The
assignment will be as follows:

CN 1S | OS | E-Comm | E
Monday | 30 [ 10| 30 o
Tuesday | 20 (X 20 | 10 [{0])
Wednesday | 50 (0] | 20 10 10
Thursday | 10 10/ 10

Friday X 0 (M

IHEII';_'I':ILE
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Step4) Optimal Solution: The sequence of assignments
will be as follows:

Day Subject No. of Students
Monday | E-Commerce(E-Comm) 20
Tuesday | No Seminar 0
Wednesday | Information System(1S) 20
Thunday | Operating System(OS) 20
Friday Computer Network(CN) 10

Number of Student Missing at Least One Seminar
=20+0+20+20+10=70

Example 42: A company has onc surplus truck in t:ach of
the cities, A, B, C, D, and E and one deficit truck in each
of the cities 1, 2, 3, 4, 5. and 6. The distance between the
cities in kilometre is shown in the matnx. Find ll]c
assignment of trucks from cities in surplus to cilics in
deficit so that the total distance covered by vehicles is
minimum.

1 |2]|3]4 )56
Al1nz|wo|1s[2]18| 8
Blw|[18[25]15]16] 12
clitf1o] 3 519
D| 6 [14]10]|13]13[12
E| 8 [112[1[7([13]10

Solution: As the situation involves a non-square matrix, it
has to be modified to a square matrix by adding dummies.
Add a dummy city with surplus vehicle. Since there is no
distance associated with it, the corresponding cell values
are made all zeros.

Table 2.29

1 2 3 4 5 6
Al12]10] 15|22 ]| 18]| 8
Bl1o| 1825|1516 ] 12
Cli|10| 3 8|5 9

Dl 6 |14]10}13]13]12

E|l 8 |12 |7 [13]10
Dummy| 0 | O | O [ O0]|] 0| O

Now applying the Hungarian method, the steps are as

below:

Step 1) Row and Column Reduction: Subtract from
each element of each row the lowest cost in that
row. Similarly, subtract form each element of
cach column the lowest cost in that column. We
have the following table 2.30:

Table 230

1 b 3 4 s 6

Al 4| 2 7 14 10 0

B| O | 8 15 5 6 2

c| 8 | 7 0 s |. 2 6

D| o | 8 4 7 7 6

E| 1 5 4 0 f 3
Dummy | 0 | © 0 0 0 0
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Step2) Drawing Lines: Now one has to draw lines
covering all zeros. The minimum number of
lines crossing all zeros are given by table 2.31:

Table 231

11213 [4aTs Tg¢
A ~4+-24-7-{--[46-F o~
B 68155 |6 2
C 8-t 3-Lo-¥-12-1e
D 0l8la 7 3 6
E r4-ts-la- e 160 3
Dummy t -} 0-F6---6-{0-1 0

As the mun.um number of |j

zeros is 5 not equal to urder of
is not optimal solution.

nes crossing all
matrix 6, hence it

Now subtract the least uncovered cell valye 2

from each of the uncovered values and adding it
lo cross points of lines. We hay

Sing. ¢ following table
Table 2.32

112)]3 ] S |6

Al 6 |[2]17 141 10|0

B| 0 |6]13 3 4 |0
Clio|7] o b 2|6
Dio|e6]| 2 5 514

E| 3 ) 4 0 6 |3
Dummy | 2 |0 ]| o 0 0|0

Again draw lines, the table is given table 2.33;

Table 2.33
1 2 3 4 5 6
A 6 2 7 14 10 []
B 0 6 13 3 4 0
C|--M0-1-F--[-B--t-g--f-2 2--}-§-
D b 6 2 ] 5 4
E| 3 5 a4 0 6 3
Dummy 4--2--4-0-{--9--}--9--{--0--1-8.-

]
As the minimum number of lines crossing all
zeros is 5(<6), optimal assignment cannot be

obtained.
Doing similar steps as shown above, the matrix is
as following table 2.34:
Table 234
1 2 3 4 5 ¢
Alé6|ofls|12]|8]0
Blo|4]n 1120
Cli12(7] o0 51218
DlfO|4]| o0 3 (3]4
E[5]|5|/4|0|6]s
Dummy | 4 (0]J]o0o o002

Step 3) Optimal Solution: Again drawing lines and

allocating the zeros. The optimal solution is as
follows table 2.35;

Table 235

1 2 3 4 5 g

Al e [0 s | 12| 8 | x]

Bl | a ||| 2|0
cln| 7 |[]|s|2]s
JICIREESENERE
E| s | s |4 |[0]| 6] s
Dummy 4 X X p:4 @ 2

The optimal assignment pattern is:
City A should supply the vehicle to city 2,
City B should supply the vehicle to city 6,
City C should supply the vehicle to city 3,
City D should supply the vehicle to city 1,
City E should supply the vehicle to city 4, and
Minimum distance travelled
=(10+12+3+6+7) km = 38km.
No truck is supplied to city 5.

2.2.73. Minimising Assignment Problems
Cost, time and distance data is involved in a
minimisation assignment problem. The
of this problem is to
objective function.

main objective
minimize the final

In minimization assignment problems, while a constant
quantity is subtracted or added to every column or row
in the given cost matrix, an assignment causing
minimization of total cost in one of the matrix also
leads to minimization of the total cost in other matrix.

In such a case, an optimal solution is the one

having
zero total cost,

Example 43: Find the optimal assignment for the
following cost matrix using Hungarian method:

Reglons
Ri |Ri | Ry | Ry
S, 35|27 28| 37
S 28 | 34 | 30 | 40
S, 5124 (321 33
S 24 132125 82

Salesmen

Solution: Afier applying the Hungarian method, we have
the following steps:

Step 1) Row Reduction: Select the lowest element of

each row and subtract it from the other elements
of that row as follows:

Regions
Salesman
R | R [ R, [ R,
S 8 0 1 10
S, 0 |6 [2 12
Sy 1 {o 8 9
|
L Se o T8 1 38
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3) Column Reduction: Select the lowest . : thod, we have the
Step each column and subtract it from CIIJ:::Tl c:tlh:lr' Selastar gl Hagrrisd, ¥ )

following steps:
elements of that column as follows: Step 1) gno: Reduction: Select the lowest element of

Salesman Regions each row and subtract it from the other elements
R | R [ R [R, of that row as follows:
— gl (8) 9 0 1 Employees
N T o S Jobs [A[B[C | D [E
S, 0 0 17 10 P |s|ols 0[N
— 8 1o [ Q |o]6lis[10])3
: 0 0 0
step3) Draw Llne‘s: Now we have to draw minimum R 8 i SRR
number of lines (horizontal and vertical) in such a s |0 -
manner that it covers all zeros, T [3|/5]61]60
Regi Step2) Column Reduction: Select the lowest element of
Salesman [0 Regmm cach column and subtract it from the other
S ; S E’ L elements of that column as follows:
1 U 4l 1
Sy i—t~0—--3—4-0 Jobs |A|B|[C |D | E
—— 10 [ 11
s .G_...._B O 4& P 5 0 8
; ==k Q |ole|15]10][3
Since the number of lines (4) is equal to the order R gls|o|lo0o}] O
of matrix (n=4), hence solution is optimal. The s |ola|l2[0S5
assignment can be made by scanning all zeros. T (3|s5]610]8

Assign zero with the symbol O in the row that - ..
contains only one zero and cross out all other ~ Step3) Draw Lines: Now we have to draw minimum

zeros of corresponding column. Same process number of lines (horizontal and vertical) in such a
will be done along column. The assignments are manner that it covers all zeros.
shown in table below: Employees
Reglons Jobs A B|{C|D|E
Salesman I o s i . ..
Ri |R | Ry | Ry Q |0[6f1s|1D] 3
$i 8 |loJ[X |1 R |65 -0-19-10-
s: ([0]|e |1 |3 s |ols4[2]0]5s
s, | u|x |1 @] rjoisielels
S ¥ |8 [[0]] 49 Here the number of lines drawn (4) is less than the
Step4) Optimal Solution: The order of assignment will ::c;pzf";?t For obm?:ﬁ;g?’.ch;:;tmglus wﬂ‘::n “L,:
be as follows: have to subtract the minimum uncovered value of
S, =R, cost matrix from other uncovered elements of
S;: =R, matrix, except intersection point of lines where the
SRy values are added.
S¢i— R,y Employees
Hence Minimum Cost =27+ 28 + 33 +25 J°Pb’ AT Blcln %
=7113. 0| 8 | 12111
Q 0 |4(13(10] 1
Example 44: Time taken (in hours) by five employees in R [10fs5{o|l210
performing five jobs is given in the following matrix: S |ol2{0]l01]3
Employees T |[3[3]slofe
Jobs [A [B |C |D |E Lo
P (105 [13]15]16 Now, again lines are drawn in order to cover all
Q [3 |9 |18]13]6 zeros. Employees
R (10]7 [2 |2 |2 Jobs A [B|C |D
s |7 [nnfo 7112 P l7]lol8 ]Il
T |7 |9 0412 Q [0 [3]13|m]|1
Find the optimal allocation of job. Will the optimal l; = _: s =
allocation change if job R cannot be assigned to employee =17 P—o0——6—13
E? Show, . _§ . ° L
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Now. the numbers of line (5) is equal to ord £ Cost Mat
=5). Hence this provides opr.im:lq solution. c;&‘;"::‘gm\:l:: Profit Matrix rix
row l. box a single zero, if any, and cross all other e Thain 6 1 3
its column. Thus we get: 12 17 |15
Employces Subtract from 18 4| 2 |s
Jobs | A B|[Cc D E 41 16 f 12 L >

Q [[ofl4 11303

R 10| 5| X 2 0 Maultiple Optimal Solutions

S | W |2 X[ 3 . i i

T 1313740l e In the reduced assignment matrix, while an assignmeny jq

made, there are two or more ways (o stn'fke off A number of
Step 4) Optimal Solution: The sequ . certuin zeros. This is an indication of multiple Optima|
will be as below: quence of assignments solutions for the problem with the same objective functiop

value. Decision maker may be used to obtain more

J:h E'np,;om Time suitable solution in such cases.

5
9 A 3 Example 45: A company has 4 territories and foyr
B L 2 salesmen for assignment. The termitories are not equally
S C 9 rich in their sales potential. It is t_:slimnt:d that a typical
T D 4 salesman operating in each territory would bring (he
Total | 23 hours following annual sales:
Territory I n il v

Il job R cannot be assigned to employee E then the Annual Sales In (¥) | 60.000 | 50,000 | 40.000 30.@

Gt ] : . . 2 .
ptimal allocation will change as shown below: The four salesmen are also considered to differ in thejr

Employces ability; it is estimated that working under same
Jobs {A [B]C D [E condition, their yearty sales would be proponionalely
P 7 o]l &8 [ 12 n as follows:
IR Sslesmsn | A | B | Cc [ D
R Jw]s|Jofl 2= Proportion | 0.1 [02 | 03 | 04
S H |2 | M X 3 ., .. 5
T 3 (3] a 0] e Ir Ih_c criteria is to maximise expected sales, what is your
intuitive answer and verify your answer with
The solution is not optimal since only four nssignments Hungarian method.

are made,
Solution: Following table illustrates the maximum sales

matrix;

2.2.74. Maximising Assipnment Problems
There is the invalvement of sales, revenue and profit data Sales In £1,000 £ 150 |40 {30
in a maximization assignment problem. The highest profit Sales Proportion Y 6l 5“ :“ ;V
value is found from the original profit values, :

s conginal p ues 02(m |12 [0 [8 |6
All profit values are then subtrcted from the highest profit gj g 8. 113 112 92
value and the resulting matrix is Regret matrix. Before 24 (20 [ 16 [}
using the Hungarian method, maximisation problem needs ; y \
o b:chnngcdfo misimisation P Applying Hungoarian method, we have the following

; . steps:
The transformation of maximization to minimization ~ Step 1) Maximlsation to Minimisation: It is a
matrix  is  done through any of following mnx‘lm’lsullon problem so first converts it 10
tWo ways: minimisation problem. For this take the largest
1) Highest clement is selected from the entire value (here it is 24) and subtract each value of
assignment table and all other clements are subtracted the table from this largest value.

from the highest clement.

The minimisation form of this problem is
2) The signs of all values are changed in the table i.c. the illustrated in the table below:

matrix clements are multiplied by —1.

1 In_jmjay
I8 119 20 [ 21
12 {14 [16 | IR
6 v 12 115
0 4 R 12

For cxample, the following matrices show the |
trunsformation of profit matrix (maximization) to cost
matrix (iinimization) using first method:

hn=>
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step 2) Row Reduction: Now find the least values from Again draw the lines covering all zeros.

each row and subtract it from all other values of
the corresponding row, 1 }l I 1v
Liunjmlv A |7 1V JU U
n 0 2 4 6 C 0 0 2 4
C |0 i |6 9 D |¢ | 4 7
D -
e 18 112 Here the order of cost matrix (4) is greater than

the number of lines covered all zeros (3), 0 this
assignmenl is not optimal still. Again take the
least value among the uncovered values. Subtract
this least value from all the remaining uncovered
values and add to those values which are present

at the cross section points.

step3) Column Reduction: Like the row reduction, do
the same thing with column reduction. Find the
least value from all the columns and subtract
these values from all other values of the
corresponding column.

1 I ||
A |06 o Jo Jo [ | |m|Iv
B o [1 2 |3 Al3 |1 ]Jo [oO
Clo [2 [4 |6 B |1 [0 |0 ]!
D |0 3 6 9 clo 0 1 3
Step 4) Draw Lines: Draw the minimum number of lines D |0 ! 3 6
that covers all zeros, For this, apply the basic Again we draw lines for covering all zeros.
rule, ie., select first those rows/columns that I | v
includes maximum number of zeros. : 0
A |3—ti1-teto
I | B Q |¢ 1
A |-9—106—-0—0 cC |6 |0 3
B [©® |1 [2 (3 D | ¢ 3 |6
g g g 2 g AL this time the order of cost matrix (4) is equal
to the number of lines covering all zeros (4), so
Here the order of the cost matrix is 4 which is this provides optimal solution.
greater than the lines covering all zeros (l.e. 2), so I M 0 v
this assignment is not optimal. Now take the least A 3 1 X [of
value among the uncovered values. Subtract this B 7 X [l I
value from all the remaining uncovered values
and add it to those values which are present at the L5 X lo] - 2
cross section points. D [o ! 3 6
T Tl mliv Step 4) Optimal Solution: Following is the optimal
i 0 1o lo assignment:
B o [o [1 ]2 Salesman | Territory Sales
c o [1 [3 |5 (in"00X)
D o [2 [5 |8 A v 3000
Again draw the lines covering all zeros. B I 8000
C 11 15000
Ll I [ 1|1V D 1 24000
A |00 Total 50,000
B H—1-1—-2
clo 11 |3 (s Example 46: A company has a team of four salesman and
D16 12 15 |8 there are four districts where the company wants to stan

its business. After taking into account the capabilities of
salesman and the nature of districts, the company
estimates that the profit per day in rupees for each
salesman in each district is as below:

Here the order of cost matrix (4) is greater than
the number of lines covered all zeros (3), so this
assignment is not optimal again. Again take the
least value among the uncovered values. Subtract

this lcast value from all the remaining un(fovcrcd i 5 Distr k‘3
values and add it to those values which are 4
: L i A [ 16 10 14 i
present at the cross section poin B 14 1 1S 1S
A 2[ ;I (l)" (‘)V Salesman C 15 15 13 12
T To 1112 D 13 12 14 15
Cc lo o |2 |4 Find the assignment of salesman to various districts which
D lo |1 [4 |7 will yield maximum profit.
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Ans: First converting the minimisation problem into a
maximisation problem by subtracting all the elements
from the highest element i.c., 16. The reduced matrix is:

District
Salesman 1 2 3 T
A 0 6 E
B 2 5 1 1
C 1 1 3 4
D 3 4 2 1
Applying Hungarian Method, the steps are as below:
Step 1) Row Reduction: Subtract from each element of
each row to the lowest cost in that row.
District
Salesman
2 3 4
A 0 6 2 5
B 1 4 0 0
C 0 2 3
D 3 1 0
Step 2) Column Reduction: Subtract from each element
of each column 1o the lowest cost in that column.
District
Salesman 1 2 3 4
A 0 6 2 5
B 1 4 0 0
C 0 0 2 3
D 2 3 1 0

Step 3) Draw Lines: Making the minimum number of
lines covering all zeros. As a general rule, one should first
cover those rows/columns which contain larger number of

ZETOos.

District
Salesman 2 4
A [4] 6 y s
B 4
C — o) 3
D 2 3 Q

Step 4) Optimal Solution: Since, the numbers of lines are
4 which is equal to order of matrix. Hence it gives the

optimal solution. So allocations are as below:

District

Salesman 1 2 3 4
A [0] 6 2 5
B 1 4 o [ x
C X 2 3
D 2 3 1 o]

Hence assignments are made in the following order.

A
B
C
D

-
-
e
-

1
3
2
4

Profit perday = [16 + 15 + 15 + 15] =261

22.7.5. Multiple Assignment l?roblen_ls
'ﬂ’lcn: can be more than one possible assignmeni
combination for an assignment problem and this is termed
as multiple optimal solutions.

But in such case, there is same optimal answer fo.r all the
possible combinations. Whenever in the final assignment
problem table there are multiple zeroes in any rows or
columns, it is visible that there are multiple solutions to
the specific problem.

Example 47: There are five workers available for f}vc
different jobs. The working time (in hours) of each job
performed by different persons is well-known from their
previous records. It is shown in table below:

Job
Jild X Js Js
Al2]|9|2]7]1
B|6|8|7]16]1]1
Worker clalels|a3l1
D427 3 1
E{5[3]|]9]|5]1

Find the assignment of workers to different jobs in order

to minimise the working time. Also calculate the minimum

time needs for the completion of jobs.

Solutlon: Applying Hungarian method, we have the

following steps:

Step 1) Row Reduction:  First, select the smallest
element of each row and subtract it from the other
elements of that row. We get following table:

Job

||| Je| Js

All 8 1 6 0

B|S 74 6 5 0

Worker e T3 15 13 [2 o
pl3[1]6]2 10

E|4 |2 ]840

Step2) Column Reduction: Similar process is applied on
column, that is, select the smallest element of each
column and subtract it from the other elements of
that column. We get the following table:

Job
J{Y{J|J[J
NENERFEE

Al0|7|0|4]0
Bl 4
Wor 6151310
ker Cl214|13(01|o0
Di2|l0|(5|o0]o0
El3|l1]|7]|210

Step 3) Draw Lines;: Now we have to draw minimum

number of lines (horizontal and vertical) in such a
manner that it covers all zeros,.
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Job
JOb JI l J; ' J; I jo ‘ JS
Lhlh! L]k A K |9 ol |6 |3
A | 010 tD B 1 |5 1212 |lo]]
' ) IENN
Worker LB 14 16 [5 [3 1D Worker "¢ [} [ 4 [ M|
C | 2—ta—3—-0—+4+ DA EBERE
D | >to45—{otp El) /K4 [1 |X
LE|3 1 {7]2]b Optimal Assignment |
Since the number of lines drawn (4) is less than Job
the order of the matrix (n = 5), hence the solution [ 1l [ Ju | Is
is not optimal. For obtaining the optimal solution, NI ERINIEEE
we have to subtract the minimum uncovered Bl s (212 ][
value (1) of matnx from other uncovered Worker [T (% | < | 1 (@11
elements of matrix, except intersection point of DIl /X |3 X |1
lines where the value is added. EIA |J]s [1 K
Job i ent 1
L LT3, Optimal Assignm
Ao 1710141 Job
Bl3[s[4a2T0 FRFAFAEAR!
Worker ([C (2 |4 [3 [0 [1 Al o (dls |3
El2 0610 Worker "¢ )12 |1 1 X |1
Now, again lines are drawn in order to cover all DK [K |3 [l]1
zeros at least once. We get the following table: HEdInIERERD.
Job Optimal Assignment III
1‘ 13 'I’ {‘ Js Step4) Optimal Solution: There exists three optimal
2.2 - ; assignmoents as shown table 2.36:
B|3 |9 |4 0 P
Worker cCl2 41301} Table 236: Optimal Assignments
NE : : ' Optimal Optimal Optimal
q. 519 L) Assignment Assignment Assignment
Ef2 |d el 0D if) () (1)
. ; ; j Worki b| Working
Now, the numbers of line (4) is again less than Worker| Job \\;ir:!l :g Jeb ':’lrm: g |Jo Time
the order of matrix (n =5). Hence it is not optimal A T. 5 1. 2 T, 3
solution. Again we have to apply similar method B I 1 1. 1 Te 1
as shown above. We get the following (able: C 1 3 1, 3 1, 1
JOh D ]2 2 JJ 4 JI 3
WLl E |J, S I: 3 1, 3
A0 |90 |6 |3 Tolal 13 13 13
Worker B35 121210 Hence from the table above, it is clear that the minimum
LSLERELER time required for the completon of jobs is 13 hours.
D{0o |0 |3 |0 |1
E[0 |04 |1 |0

Example 48: A marketing manager has 5 salesmen and 5
Again we have to draw minimum number of Lines sales districts considering the capabilines of the salesman
. . . . d the nature of districts the marketing manager estimates

for determining optimal solution. an ; = <
Eop the sales per month (in 2100) for each salesman in each

Job district would be as follows:
Juldyiddel s Districts

: : ; = ) ; A B C D E

Worker [~ T ; 110 3 1130 38 40 28 40
DTo 10 (301} 2140 24 28 21 136

ETO 10 1410 |0 Salesman 3|4 27 33 3 37

4122 28 41 36 36

Now, the numbers of line (5) is equal to order of SL29 33 40 35 139

matrix (n =5). Hence it is optimal solution. The

Find the assignment of salesman of districts that will result
assignment will be as follows:

in maximum sales.
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Solution: The given maximisation

problem can be

e nmax ' District R
converted Inl a minumusaton ptob cm b)- subtractin | B | C | D | E
from the larpest element (ic., 41) all the e} ments of lhE Salslm:n ' _';_ S A S
gien table. The new cost daa so obtained is given T ] 6 [ 13 | 12 | 133
b lies 3 ] o6 [ 11 | 8 |6 |3
Districts 3 | 01013
l Salesman A | B | € TDJE 5 F—t—a——0——8—+0
1 o3 1y Z ] . .
2 11 17 1T 13 | 23 -;)— Since, there are only fourhncs“hlchc:O\:ral_th{DSandn
3 0 | 13 | 8 TS is again less than the order of the cost mamx (3), heace
.. 19 | 13 | o 5 3 current assignment is not stll opumal. Now we subtract
s 12 | 8 1 1 {612 the least uncovered value from all uncovered values and
add it to intersection point of lines.
Applying Hungarian Method, the steps are as below- I District
Step 1) Row Reduction: Subtract lowest element (;f each Salesman A | B| € | DIE
row from all the elements in that row. 1 14 | o | 1 ll 8 g
Diins 2 o |lw!l 9 11
Salesman | A T B | ¢ T b lﬁ 3 | o (s 5 (3o
1 10 | 2 | o 2 2 4 | 2 |0l o | o |4
2 0 | 16 T 13 s 2 5 1 13 | 2] o |ofjo
3 O | 14 1 % T Now, we draw the line which covers all the zeros.
R R Do
! L 9 3 11 Salesman | A B | € | DIE
Step 2) Column Reduction: Subtract lowest element of 1 L 0| 1 8 10
cnchcolumnfmmallmcdcmmlsinthaxcolum 2 | D EO 9 11 |(_)
Districts — 3 1 0 8 5 13100
Salesman A | B C D TE 4 | E - N * L B N
1 10 | o 0 7 To 5 | =T =+ 0 T 00
2 0 14 12 14 | & Now. the numbers of lines are 5. Hence it gives the
3 0 12 8 6 | optimal solution. Two more alternative solutions exist due
4 19 1 0 o |s lo presence of zero element in cells (4, C), (4, D) and cells
5 11 5 o ) A (5.C). (5. D).
Step 3) Draw Lines: Drawing the minimum number of District
lines covering all zeros. As a general rule, one should first Salesman A B | C D |E
cover those rows/columns which contain larger number of L 14 o | 1 8 | X
zeros, 2 [m] 10 | 9 11 | X
Dhetes 3 X 8 | 5 3
Salesman A T B | C D |E 4 22 10 | [0 [ 7 |4
1 do1 o > 1o 5 14 4 | X | X
2 D 14 | 12 [ 1ala Sa i
3 D 12 B 6 4 A B C D E
4 19 11 D D 5 F
5 ] 5 0 D |1 1 14 | 1 8 | X
: 2 X 10 | 9 1| [
Since, there are only four lines which cover all zeros and it 3 8 5 3 H
is less than the order of the cost matrix (5), hence the 4 22 10 | X [0] 4
current assignment is not optimal. Now we subtract the 5 14 4 [0] P X
least uncovered value from all uncovered values and add it .
1o intersection point of lines. Step 4) Optimal Solution: Two optimal assignments arc
= as follows:
istricts <
Sa Y - c 5 TE . Asig_nment 1 Assignment IT
lesman Salesman | District Sales District Sales
1 T 0 1 8 o (in *00 7) (in '00 ¥)
2 0 13 12 14 3 1 B 38 B 38
3 0 11 8 6 3 2 A 40 E 36
4 19 10 0 0o | 4 3 E 37 A 41
5 1| 4 0 o |o 4 C 41 D 36
. - S D 35 C 40
Now, we draw the lines which cover all the zeros. Total 191 191
P ’
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22.7.6. Traveling Salesman Problem

such a problem. a salesman travel in cities and
rerums back to the staning city by incumng the
minimum cost and wavelling across one city is allowed
only opce. The assumption made in traveling salesman
problem is that all the cities are connected with each

other. The distance between two cities is indicated by
the cost incurred.

For example, assume bow posts are delivered by the

mthcadd:tssec..-\]]thcleu.mmmngedby
pim in an order and then only he stants from post office to
deliver all the posts and comes back finally. If
mmggmcmofpostsmanorder:snadcnc,hcmzynmd
mmvcl]ongerdisunc:soasmclwa.utheposumdz

. Same way, 2 traveling selesman needs to plan
his‘,-i_;iuinapanicularmqucncc.lztusconsidahis
Wysumfromhmdofﬁczmbtmhoﬂ]mmdlhm
finally back to head office. During his travel, he would not
visit the branch once visited and he will be back only afier

Different types of raveling salesman’s problems do exist.

Some of these are as follows:

1) Cydlic Problem: This type of problem is solved by
Assignment method or the Hungarian method. In this,
a waveling salesman starts journey from the
beadquarters and visits [l branches and finally comes
back to the headquarters.

2) Acydlic problem: This is the second type of traveling
silesman problem solved by the Dynamic
programming method In this ype of waveling
salesman problem, journey of salesman stants from the
headquarters and be visits all intermediate branches and
reaches the last branch finally and stays there. This rype
of problem is further classified mio rwo rypes:

i) Symmetrical: When the distance (or time or
cost) between every cities pair is not dependent
on the journey direction, it is said to be
symmetrical acyclic problem.

ii) Asymmetrical: When for one or more cities pair,
the distance (or ime or cost) is dependent on the
journey direction ie. it changes with the
direction, it is said to be asymmetrical acyclic
problem. For example, while salesman has to
visit two cities only,

A and B, there is no choice as such. But while he
has to visit 3 cities, there are 2! Possible routes
for the journey.

While having 4 cities, he has 3! Possible routes

for the travel. Generally, to visit n cities there
are (n — 1)! Possible routes for travelling along.

There is much similarity in the wavelling salesman
problem and the assignment problem. The only point
where these two varies is an additional restriction in case
of travelling salesman problem that is x; is chosen such
that there is no double visit 1o any city before completion
of travel to all the cities.

iH‘&'II.'a_'Il:IL! 131
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Mathematical Formulation of Travelling Salesman

m - nf
[ﬂmconsid:rlhmc,,bcwlimcorrm1nrduumc

going from city i Lo Aty J. The decasion vanable 1_:r_-.-“1 i
the salesman travels from city i to ciry j and otheraise

Theobjoaivcismminimiutttmvtlmgm

Z=i ic‘xi

i=l =i

Subject (o the constraints

i:xi=l.i=2-.n.
=1

5:1.=l.j=2.. n
=

andsubjcnmmcaddiﬁomlconnmm Lh:.tx,_‘n--
dmmttm.nocityisﬁsi:cdmiccbcfor:aﬂnzcnm;rr
completely visited.
lnpmﬁcnlzr.goingﬁamidimcﬂywjismlpcrmmsl
Which means ¢, ==, when i =].

One cannot choose dizgonal elements and thus can be
avoided by filling the diagonzl with infinnely larre
:kcnm&Thist)pcofpmblcmismnilmew
assigmn:ﬂpoblanctc:;tthﬂindrfmm.ﬂmn
an additional restriction: the X, is s0 chosen that oo Gy ®
visited twice befors the tour of zll the abies s compictad.

Example 49: Solve the travellng-salesman problem given
in the matrix form 2s shown below:

To
AIB|ICID
P|=|46]16]20
Q|41 | =|5]|2
From T2 32| = &
S22 36| =

Solution: Using the Hungarian method, we get ihe

following st=ps:

Step 1) Row Redoction: Choose the smallest element of
each row and subtract it from the other elements
of that row. We gt following tzble:

|AIBICID
Pl= |30|0 |24
Ql!l |=|10]0
R |50 |0 |= |28
S|4 |4 |0 |=

Step 2) Column Reduction: Similar method is applicd
on column, that is, select the smallest element
of each column and subtract it from the other

elements of that column We get the
following table:
Al BilclpD
P|l= |3 |o |24
Q1o = |10 |0
R |49 |0 - 2%
S|3 |4 |0 |=
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Step 3) Draw Lines: Now we have to draw minimum
number of lines (horizontal and vertical) in such a
manner that it covers all zeros. The general rule is

first cover those rows or columns that contain
maximum number of zeros.

A B C|D
P oo a0 0 24
Q |-o 10—
R |49-1+-6-1-3 a3
S 3140

Since the number of lines drawn (3) is less than
the order of the matrix (n = 4), hence the solution
is not optimal. For obtaining the optimal solution,
we have to subtract the minimum uncovered
value (3) of matrix from other uncovered
elements of matrix, except intersection point of
lines where the values are added.

A B C D

P oo 27 0 21
Q 0 = 13 0
R 49 0 o 28
S 0 1 0 oo

Again we have to draw minimum number of lines
for determining optimal solution.

A B C D
P |-—127 19 23—
Q ) BE I3—1-0
R | 49—|-0—{-wa—{—28-

Now, the numbers of line (4) is equal to order of
matrix (n =4). Hence it is optimal solution. Now
the assignment will be as follows:

A|lB|C|D

P |l [27][@] 21
Q [ X |- |13|[
R |49 [[@] | = |28
S [@[1 [ K|

Step4) Optimal Solution: Now the
assignments will be as follows:
P—C, Q—-D,
R—B,and S—A

Hence, minimum cost = 16 + 40 + 32 + 40 = T128.

sequence of

Example 50: A company has four sales temitories. These
lerritories are assigned to four sales representatives of a
company. The following table illustrates the monthly sales

increase (in lac rupees) estimated for every representative
for different territories:

Sales Territory
Sales Representatives 1 2 3 4
A 200 | 150 | 170 | 220
B 160 | 120 | 150 | 140
C 190 | 195 | 190 | 200
D 180 | 175 [ 160 | 190

lind the optimal solution and the total maximum sale
increase per month.

A

\ative Techniques for Decision Making) Aug
antl

aximisation problem. First conven j,

« It is the ™ :

Solution: It is plem. For this, take the largest va),,
into mini:msauoﬂlpc":ch value of the table from this lar
(220) a{_\: sul'ftff"_sadon form of this problem is illustrarey
value. The minin

in the table :c.l;:“:.'_‘i'h tunity Loss Matrix
1 1]

m | I
70 50 0

A ig 100 | _70 | 80
:’: % | 25 30 | 20
D 20 45 60 30

Now applying the Hungarian method, we have p,

rouovlv;ngks;:fsf:teducﬁon: Now find the least valyes from

Step each row and subtract these l?&mt values from al
other values of the corresponding row. Table 233
shows the Reduced Cost Table (RCT 1).

Table 2.38: Reduced Cost Table(RCT) 1

1 il m v
B 0 20 10 20
C 10 5 10 0

Step2) Column Reduction: Like the row .rcductim do
the same thing with column reduction. Find the
least values from all the columns and subtracq
these values from all other values of th .
corresponding column. Table 239 shows (he
Reduced Cost Table (RCT 2).

Table 239: Reduced Cost Table 2

| 1 11 v
A 20 65 40 0
B 0 35 0 20
C 10 0 0 0
D 10 10 20 0

Step 3) Draw Lines: Draw the minimum number of lines
that covers all zeros. For this apply the basic rule,
i.e., select first those rows/columns that includes
maximum number of zeros.

Table 2.40

I  njmj|Iv
20 | 65 | 40 0
F-6--354--6-F 20
ETON O T Y
10] 10| 20 0
Here the order of the cost matrix is 4 which is
greater than the lines covering all zeros (i.e. 3), so
this assignment is not optimal. Now take the least
value among the uncovered values. Subtract this
least value from all the remaining uncovered
values and add it to those values which are
present at the cross section points. This is
illustrated in the table 2.41.
Table 241
Tiojmirv
10155130 | o
0 1]35] ¢ | 30
0 0 10
0Olof1w]|o

(=1le]l-lkg

oo=>
=
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Again lines are drawn for covering all zeros as

shown in table 2.42,
Table 2.42
Llojm|rv
A|10]|ss)| 30 é
B| 6-{5t-6-1{-3
C|tri-6-t-0-{-1b
D 1}--0—4-{9-.3

Now the order of cost matrix (4) is equal to the
number of lines (4) covering all zeros. Hence the

solution is optimal. Now the assignments are as
follows:

Table 2.43

I ofmlv
10 | 55 [ 30 | [oJ
NIEAEIED
10 X |loJ| 10
X |[o]] 10| x

Optimal Solution: This problem contain two optimal
solutions, both are shown below: )

=lloll-AFg

Alternative 1
Salesman | Territory | Sales
A v 220
B I 160
C I 190
D 4 175
Total 745

Alternative 2
Salesman | Territory | Sales
A v 220
B 10 150
C o 195
D I 180
Total 745

2.2.7.7. Crew Assignment Models

An optimal assignment of desired crew members to the
each flight segment of a provided time interval as long as
obeying the various work regulations and a group of
agreements is the typical problem arises in airline
crew management.

This problem is known is Crew Assignment Problem

(CAP). It i partitioned into two independent sub-problems:

1) Well-known Crew Pairing Problem, which is
followed by,

2) Working Schedules Construction Problem

These sub-problems are modelled and solved sequem.ially.
A group of legal minimum-cost pairings is created in the
first sub-problem that covers all the planned .f!lghl
segments. A working schedule that consists of pairings,
rest interval, training interval, annual leaves, elc., is
created in the second sub-problem. After that it is assigned
o crew members.

125

Example §1: A time table of a Prachi Airlines 15 shown =
table below. It works 7 days in a week. In this airline
minimum 6 hour lay-over is provided (o the cre=s
between flights. Find the flights painng that mnimuzes the
lay-over time away from home.

Flight | Chennal | Mumbai | Flight | Mumbai Chennzl
No. | Depart | Arrival | No. Depart | Arrival
1*| 700 9.00 101 9.00) 1 1100
AM AM AM AM

2 9.00 11.00 102 10.00 \ I‘ZY)'J
AM AM AM Noon

3 130 330 103 330 | 530
PM. PM. PM | PM

4 730 930 104 8 00 ] 1000 |
PM. PM. PM PM

For every pair also mention the town where the crzw
should be based.

Solution: If Chennai is the location for the crew. then we
have the following table:

101 102 103 104
24 25 65 11 !
2 23 | 285 9

175185 | 24 | 285
115|125 | 18 | 225

PR VR SR

If Mumbai is the location for the crew, then we have the
following table:

Minimum Lay-Over Table
101 102 103 104
120 19 [135] 9 |
2 22 | 21 155 ] 11
3[ 2652551 20 | 155
sl 85 | 751 26 | 215

101 102 103 104

1 [ 209 T 19¥ | 65 g~
2 [ 2] 21" T 1555 o
3 [ 1755 18551 207 [ 155"
4

857 | 757 | 18° | 215"

Now applying the Hungarian method to this problem. the

steps are as follows:

Step 1) Row Reduction: Choose the smallest element of
each row and subtract it from the other elements
of that row.

101 102 103 104

135 ]| 125 0 25

13 12 65 0
2 3 45 0
1 0 105 14

b N e

Step 2) Column Redoction: Choose the smallest
element of each column and subtract it from the
other elements of that column.

101 102 103 104

1125|125 0 25
21 12 12 | 65 0
3 1 3 45 0
41 0 0 105 ] 14
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Step 3) Draw Lines: Draw the minimum number of lines
that covers all zeros. For this apply the basic rule

Le., _sclccl first those rows/columns that includes
maximum number of zeros.

101 102 103 104
I [—t2Ss 1S © ~ig-
2 12 11 5SS [¢]
3 1 2
= 145 | Q |
4 [ TOo—1—0o— o~} 1

Here the order of the COstL matnix
cq_u:\l to the lines covering all zeros (i.e. 3), so
this solution is not optimal. Find the smaflv.;st
uncovered wvalue and subtract it from all
uncovered values as well as add it to all those

values that are present at the Cross-section points.
We get the following table:

is 4 which is not

101 102 103 04
1 {125 ] 125 0 35
2 11 1 55 0
3 0 2 3s 0
4 0 0 105 | 1s

Again minimum number of lines is drawn for
covering all zeros.

101 102 103 104
1 (125 125 [ 35
2 11 11 5iS Q
3| o = 3is5 (
4| -6 LS +0-5——15

Here the order of the cost matrix is 4 which is
equal to the lines covering all zeros (i.e. 4), so

this solution is optimal. The optimal assignments
arc as follows:

101 | 102 | 103 | 104
125 | 125 | [0] | 35

1
2 11 11 | 55 | [0]
3 [0] | 2 [ 35 ]«
4 8. | [0] [105] 15

Step 4) Optimal Solution: The optimum assignment
schedule is as follows:

Flight Crew Base | Lay-Over Time
I —- 103 Chennai 6.5
2> 102 Chennai 9
3 — 101 Chennai 175
4 — 102 Mumbai 75
Total 40.5 hours

Example 52: An airline that operates 7 days a week has
the time table shown below. Crew must have minimum
layover of 5 hours between flights. Obtain the pairing of
flights that minimises layover time away from home
assuming that the crew can be based at cither of the two
cities. The crew will be based at the city that results in
smaller layover.

-1ative Techni
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Table 2.44
Soini-Jalpar Jaipur-Delhi
ot |Arrive |Flight no. Depart |Arrive
M'}AM SAM |10l 8AM (915 Ay
: AM_[9AM |102 830 AM |9.45 Am
2 ?joAM 330 AM|103 12 Noon [1.15 pm
: 630 PM |730PM [104 530 PM |6.45 Pm

rew start from Delhi, then layover

: If all the © A - .
g:-::t:::n.la.ipur for various pairing of flights is givep by

table 2.45. Table 245

Layover time at Jaipur
101 102 103 104
240 | 245 | 2890 | 95
23.0 | 235 | 270 | 85
175 | 180 | 215 | 27.0
125 | 130 | 165 | 220

W iN -

Similarly, if all the crew is based at Jaipur, then layover
time at Delhi for various pairing of flights is given by
Sl e Table 2.46
Layover time at Delhi

101 102 103 104
21.75 | 2125 | 17.75 1225
2275 | 2225 | 1875 | 13.25
2825 | 27.75 | 2425 | 18.75
925 | 875 | 525 | 23.75

S LN

As the crew can be cither based at Delhi or Jaipur, they
will obviously be based at the city that results in smaller
layover time. We, therefore, pick-up the smaller layover
time for all pairing of flights from tables 2.45 and 2.4¢
and represent them in table 2.47:
Table 2.47

101 102 103 104

21.75 | 21.25 | 17.75 95

2275 | 2225 | 18.75 8.5

17.50 180 | 2150 | 18.75
9.25 8.75 5.25 22.0

The Hungarian method is now applied for finding the
optimal pairings and successive tables obtained are
given below:

Step 1) Row Reduction: Select the lowest element of
each row and subtract it from the other elements
of that row as follows:

Table 2.48

101 102 103 104

1225 | 11.75 8.25 0

1425 13.75 1025 0

0 0.50 4.00 1.25

4.00 350 0 16.75

Step 2) Column Reduction: Select the lowest element of
each column and subtract it from the other
elements of that column as follows:

Table 2.49
101 102 103 104

b LWN -

b lwim

111225 ]| 1125 825 (V)

2| 1425 | 1325 | 1025 o

3 0 0 4.00 1.25
4 | 4.00 3 0 16.75

—g
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Draw Lines: Now we have to draw minimum
number of lines in such a manner that it covers all
zeros. For this one has 1o first cover those
rows/columns thal contain maximum zeros,

Table 2.50

100 102 103 104
11225 | 1125 | 825 (]
2 (1425 | 1325 [ 1025 |
j|—® £ 4 1
4 3 O—1-16i75

As the total number of lines drawn is 3 which are
not equal to rows/columns (n = 4), so the solution
is non-optimal. For obtaining the optimal
solution, we have to subtract the minimum
uncovered value of cost matrix from other
uncovered elements of matrix, except intersection
point of lines where the values are added.

Table 2.51
101 102 103 104
1 4 3 0 0
2(-6 5 2 0
3|0 0 4 | 95
4| 4 3 0 | 25

Now, again lines are drawn in order to cover all
zZeros.

Table 2.52
101 102 103 104
4
1 KR
2| 6 5 1 0
| o 0 ;l',s
41 4 (3|09 |3

As the total number of lines drawn is 3 which are
not equal to rows/columns (n = 4), so the solution is
non-optimal. For obtaining the optimal solution, we
have to subtract the minimum uncovered valve of
cost matrix from other uncovered elements of
matrix, except intersection point of lines where the
values are added.

Table 2.53
101 102 103 104
1 1 0 0 0
2( 3 2 2 0
3( 0 0 7 | 125
4] 1 0 0 25

Now, again lines are drawn in order to cover all
zeros.

Table 2.54
101 102 103 104
1| 1 o [0 ] 0
2032210
3| 61+ +1¥25
a1 e 0D Zf
i
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Now, the numbers of line (4)_ is cqua.l o ordcr ol
matrix (n =4). Hence this provides optimal solution.

Step 4) Optimal Solution: The assignment will be as

follows: Table 2.55
101 10z 103 104
o1 [ o |[[0]]| X
2 3 2 2 l @
s X | 7 |125
s 1 @] X | B |

Thcbcstpa.iﬂngofﬂighu}hal result in minimum
total layover time is given in table 2.56:

Table 2.56
Based at City | Layover Time
Flight Pair | Crew Hours)
2104 Delhi 850
3101 Delhi 1750
1024 Jﬂplﬂ' 8.75
Total 5250
The problem has alternate optimal pairing of
flights also.

Example 53: The Owner of a bus company is plamming to
provide accommodation for his crew. He bas five buses
which ply between Chennai and Coimbatore with three
crew members in each return trip. The seating capacity in
cach bus is 50.

The crew can either stay in Chennai or in Coimbatore.
Suggest an appropriate decision model for this case where
the crew can have a home to reside or a temporary place to
stay during a trip. Show an illustration with hypothetical
data. Make and state the assumptions regarding the time
schedules of the trips.

Solution: Let us assume that a trip from Chennai to
Coimbatore takes six hours by bus. A typical time table
of the bus service in both the direction is given in the
Table 2.57. The constraint is that every crew should be
provided with more than 4 hours of rest before the retum
trip again and should not wait for more than 24 hours for
the return trip.

Table 257

Departore | Route | Arrivalat | Arrival | Route | Departore
from Number | Coimbatore at Number from

Chenmal Chennal Coimbatore
06.00 1 12.00 1130 a 0530
a7.30 2 1330 15.00 b 09.00
1130 3 1730 21.00 c 15.00
19.00 4 01.00 0030 d 1830
0030 s 0630 06.00 e o000

The service time is constant for every line so that it does
not involve directly in caculation. Let us consider that if
cvery crew member boards at Channia and then the
waiting times at Coimbatore for different routes are shown
in table 2.58.



128

In case rounte | is joined with route a, the crew after
arriving at at Coimbatore at 12 Noon start.at 5.30 next
morning. Hence the wainting time is 17.5 hours Route ¢
leaves Coimbatore at 15.00 hours.

Thus the crew of route | amving Coimbatore ar 12 Noon
are not able to take the mintmum required rest of 4 hours
if they are ready 1o lcave by route ¢. Thus, the route l-¢ js

considered as infeasible assignment. Thus it M (a large
positive number) cost is assigned. .
Table 2.58

[ Route | a b | ¢ d [ e |
[ 1 T 175 21 M 65 | 12 |
L2 T 16 19.5 M 5 10.5
[ 3 | 12 155 21.5 M 65

4 | 45 8 175 | 23

5§ | 23 M 5.5 12 17.5

Similarly, if the crews are boarding at Coimbatore then the
waiting times of the crew in hours at Chennai for different
route combinations are given below in Table 2.59,

Table 2.59
LRoute | a b c d @
[ 1 ] 185 15 9 5.5 M
[ 2 | 20 165 | 105 7 M
[ 3 [ ™ 20.5 14.5 11 5.5
4 | 75 M 22 18.5 13
5 [ 13 9.5 M M 18.5

Suppose, if the crew are asked to reside either at Chennai
or at Coimbatore, minimum waiting time from the above
can be calculated for different route combination by
choosing the minimum of the two wailing times (shown in
the table 2.58 and table 2.59). This is given in the
following table 2.60.

Table 2.60: Cost Matrix

umute [ a b c d e
[ 1 [ 175+ 15 9 55 | 12+
[ 2 ] 16* 165 | 105 | 5+ | 105
3 12« | 155* [ 145 | 11 5.5
4 4.5 8* 14 [ 17.5¢ | 13
5 13 95 | 85% [ 12 [ 17.5*

Note: The * marked denotes that the crew are based at Chennai.

Now we can solve the assignment problem (presented in
Table 4) using Hungarian Method.
Step 1) Row Reduction: Select the lowest element of

each row and subtract it from the other elements
of that row as follows(Table 2.61):

Table 2.61
[ Route | a | b C d (5
| 1 [ 12 | 95 3.5 0 6.5
[ 2 | 11 ] 115 5.5 0 5.5
[ 3 | 65 | 10 9 5.5 0
| 4 | o | 35 [ 95 13 8.5
[ 5 | 45 1 | o 3.5 9
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uction: Select the lowest elemep, of
Step 2) Column Red subtract it from the other elemeny

each column and

{ that column as follows(Table 2.62):
¢ Table 2.62 -
—T - | b c d _T_‘
Route a
__T__T 8.5 35 0 65
> | n | 105 | 55 | 0 | ss
L——s-——- 6.5 9 9 5.5 0
— T o | 25 | 95 13 | 85
e | 0 35 9
s [ 45| O —L 2

raw Lines: Now we have to draw minimyy,

Step3) D ? . ; .
" wuneroftas ozl snd vt
Table 2.63

Route a b ¢ d ¢
1 12 8.5 35 6;5
2 1 10.5 5.5 0 5i5
3 6.5 9 9 3i5 0
4 | 025951345
5 -4-5 ) © 335

Step 4) Since the numbers of lines (4)-art? less lhan_ the
order of matrix (5). Hence this is not optima)
solution. For obtaining the optimal solution, we
have to subtract the minimum uncovered value of
cost matrix from other uncovered elements of
matrix, except intersection point of lines where
the values are added.

Table 2.64
Route a b c d e
1 8.5 5 0 0 6.5
2 7.5 7 2 0 55
3 55 5.5 5.5 0
4 25 9.5 16.5 12
5 4.5 0 0 7 12.5
Now, again lines are drawn in order to cover all
zeros.
Table 2.65
Route a b c d e
1 8.5 S q a 6.5
2 75 7 2 Q 59
3 ~-3 55 55 5 Y
4 b 25 | 95 | 165 | 12
5 45 0 125

Since the numbers of lines (5) are equal to the order
of matrix (5). Hence this is optimal solution. The
assignment can be made by scanning all zefos:

_a
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Assign zero wilh the symbol [ in the row that
contains only one zero and cross out all other zeros
of corresponding column, Same process will be
done along column. The assignments are shown in

table 2.66:
Table 2.66
Route a b ¢ d e
1 8.5 5 (o] X
2 75 7 2 55
3 3 [ 55 |55 ss | [d
4 25 | 95 | 165 | 12
[ s |45 [0 | X |7 ]2

step 5) Optimal Solution: The assignment will be as

follows:
Table 2.67
Routes | Residence of the Crew | Waiting Time

1-¢ Coimbatore 9

2-d Chennai 5

3¢ Coimbatore 55

4-a Chennai 45

5-b Coimbatore 95

Total 3.5

2.2.8. Comparison between
Transportation and Assignment
Problem
Table 2.68 shows the comparison between Transportation
and Assignment Problem:

Table 2.68: Comparison between Transportation apd
Assignment Problem

Transportation Problem Assignment Problem
The matrix of such a | There must be a square
problem may be square or | matnix for such a problem,
rectangular one. or if not square it must be
converted to a square
maltrix.

Depending on the rim | There need to be one to one
conditions, such problems | allocation of rows and
may have any number of | columns. Due to this
allocations of row and | reason, matrix must be a
columns, square.

The methods used to find
the solution may be VAM or
North-west comer method

The methods used to find
the optimal selution may be
Assignment algorithm or

or the matrix minimum | Hungarian ~ method  or
|_method. Flood's technique.

MODI test or stepping stone | Drawing minimum number
test may be wused [or | of vertical and horizontal
checking the optimality. lines to cover all zeros in

the objects is used for
checking the optimaliry.

The allocation for basic
feasible solution must be (m
+n-1).

S

There must be at least one
zero in every row and
column. There must be
assignment of one machine
to one job and vice versa.
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There may be any posiive For each row and c.lLr:
numbers in the nm as column, there 15 A
requircment requirement to be always |

_

There 1s dealing with just
one }
moved from varying ongins

| I ‘here lumn

to varying destinations in 3 whereas a_ ' cq "

transportation problem. represents machines  ©
jobs.

In an assignment problem.

commodity  that Is representation of jobhs or
\ machines is through rows

2.3, EXERCISE =

2.3.1.

)
2)

3)
4)
5)
6)
7
8)

9)

107 What are the limitations of assignment p

Short Answer Type Questions

What is transportation model?
Explain North-West Comer Me

transportation problem?
What are advantages of North West Comer Method?

What are advantages of Least Cost Method?

What are advantages of Vogel's Approximation Method?
What is an unbala-nccd case in a transportation model?
Explain the stzps in Vogel's approximafion mclhod._
Explain the branch and bound algorithm for assignment
problems.

What are the advantages of assignment problem?
roblem?

thod (NWCM) method of

11) What is an unbalanced case in an assignment model?
12) Explain Hungarian method of assignment problems?

2.3.2.

1§

2)

J3)

Long Answer Type Questions
Padma Iron and Steel Company (PISCO) has three open
hearth furnaces and five rolling mill Transportation cost
(ZPer quintal) for shipping steel from furnaces to rolling
mills is shown in the following table:

Mills
M, | ML ML ML [ M| Capacities
Fl4|2[3]2]6 8
Fumaces |[F-[ 5|14 [5(211 12
Fol6 5141717 14
Requirements 4|4)16|8|8

Compute transportation cost (optimal).
[Ans: TC = 80]

Find a feasible solution to the following transportation
problem using NWC rule:

To
X y z Demand
plis] 12 3 150
From Qo 241 21 120
R|{12] 12 6 180
Supply 60 | 285 | 105

[Ans: TC = 6570]

Solve the following Transportation Problem by Vogel's

method:
Dy, | Dy | Dy | Dy | Supply
W, w121l 1s 8 130
W, 1411 ] 9 10 150
W, 20| 5] 7 18 170
Demand [ 90 [ 10 [ 140 | 120
[Ans: TC = 3,640]
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/ ec
. i cnt problem:
: ; ollowing assigntm
4) The wansponation cost matrix for a given situation for 9) Solvethe ® Table
supply of the commodity from sources A, B, C to points of
usage P, Q. R is given below:
Lid Q R Supply
A 4 8 8 76
B 16 24 16 82
[« B 16 | 23 77
Decmand 72 102 41

i)  Work-out the initial basic feasible so

) : lution by VAM. {Ans: 1 L 2—1V, 3=V, 4= 1L 5—1: Zoy, = 60
ii) Does this problem have more than one optimal iders has entered a j i
solution? If so, show all of them. pUma 10) A team of 5 horses mdf—" n :l:s points 1o be cjumpmg show
ety 4 : n number of pen y S xpected whe
[Ans : ere is only onc optimal solution, Total Cost = 22,424) c:::::&:—h:des any horse is shown below: "
5) Determine on IFBS using: € Table: Rider
i) North-West Comner Rule R | E
i) VAM - R’l)l‘ff4 3
3 a
D, D, Dy Dy Dy Supp]y th g 3 7 l 6 S
A 2 il 10 3 7 4 -He 1 5 2 4
B L | a1 7121 ® Horse | Hy L 2 2
c 39l als 12 5 H e 1T |
Demand [ 3 [ 3 | a | 5 | & 21 m[al21s 17 10
[Ans: i) North-West Comer Rule — x,; = 3 How should the horses be ey AT 80 ©
L - =3, x,=1, = =i S
el Sl =n“53 12=1, x33=2, minimise the expected loss of the team?

i) Vogel's Method — x,, = 4, X22 =2, X4 =

6, x3,=73 [AnsgH‘-R,_H!—RhH\—RA-"ll-RJ-HS—Rz'.z““,‘:S]
Xn=1, =4, =1; = ' ’ <
b X33 X34 = 1; Cost = 268] 11) Five employees of a company are ‘DT“)he assigned to five jobs,
6) Five Salesmen arc to be assigned 1o five Territori which can be done by any of them. The workers get differen
rritories based
on the past performance; the following table showsﬂst;:.c wages per hour. These are XS per hour for A. B and C t‘jach and
annual sales (in rupees of lac) that can be generated by each 23 per hour for D and E each. The amount of ume in hours
salesman in cach territory. Find the optional assignment. taken by each employee to do a given job is given in the table
Territory & below. Determine the assignment pattern that:
Salesmen T Ta Ty Ta Ts i) Minimises the total time taken,
S, 26 | 14 10 | 12 9 ii) Minimises the total cost of getting the five jobs done.
Sa 31 27 30 14 16 Table: Employee
.S 1S {1816 [ 25 | 30 A|lB[C|D [E
S. 17 12 21 30 25 1 7 9 3 3 2
S 20 | 19 |25 | 16 [ 10 2|61 1[6]6 |5
[Ans: Sy = T1. S > Ti. S3 = Ty, Sy — Tz, S5 — Ts) ’ Job i :: ; 3 |20 :
7) Solve the assignment problem for optimal solution using sj|6]6)|9 4 2
HAM.
Job [Ans:
(o] . .
i) 1-C,2-B,3-A,4-D,5-E; 11 hours.
Worker A B C D It . -
= = —-A,4-C,5-E;E; 45
1 as |40 | s1 ] 67 i) 1-D,2 B.:_! A, . C | N
2 57 | 42 63 | 55 12) Solve the following assignment problem for minimum
3 49 [ 52 | 48 | 64 optimal cost:
4 a1 45 | 60 | 55 Table: To City
1 2 3 4 5 6
[Ans: 15B, 25D, 35C, 45A) Al12]1l0]15)22] 18 8
8) Solve the problem of assignment for the given table to B 110118125115 ] 16| 12
maximise the sales: FromCity [ C | 11 10 3 8 S 9
Machines D 6 14 10 13 13 12
E 8 12 1
- > < > = [Ans: A-2,B-6,C-3.D l 7‘! S
ns:A-2,B-6,C-3.D-1,E-4;3

1 [ 3238 [ 30 ] 28 | a0 1,B~4: 38)

2 a0 24 2 21 36 13) A company has four machines on which three jobs have to
= be done. Each job can be assigned to one and only one
< 3 41 27 33 30 37 machine. The cost of each job on each machine is given in

4 22 38 41 36 36 the following table:

) 29 33 40 3s 39 Machine

P Q R Y
The five jobs are to be processed and five machines are A 18 124 128 | 32
oy ) ) A N z Job B 8 13 17 19
ailable. Any machine can process any job with reducing c T - = 5
profit (in rupees) is given above. A - R
What are the job assignments which will minimise the cost?
[Ans:1 5 B:2 5 A;3 5E:4—>5C:5—D]

[Ans: A - P,B — Q,C — R. D — S; Minimum Cost = 50]
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Unit 3

Decision and Game Theories
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3.1. DECISION THEORY"

3.1.1. Introduction

A process is u‘sed to dFlcnnine the best possible decision
among the various available options is known as decision
theory- Depex?d.mg upon its degree of centainty, a decision
maker is facilitated 1o evaluate and examine the best
decision. Thc.range of this degree is from completely
certain (positive) to completely uncertain (negative)
involving the mid-range risk factors.

According to Fishburn, “solving the decision model .
consists of finding a strategy for action, the expected

related value of which is atleast as great as the expected

relative value of any other strategy in a specified set. The

perspective criteria of a strategy will be maximisation of

decision maker's total expected relative value.”

3.1.2. Elements in Decision Making

The different elements of decision making are as follows:

Elements in Decislon Making

The prime reason in _lhc making of a new decision is either Decision-Maker -
due to the dissatisfaction of an individual or an |

organisation regarding the existing conditions and also

Goals

Preference or Value =
. . B L. . —  Act/Courses of Action
having possible options in improving the existing
conditions. For a decision maker, the quantitative States of Nature — —r
approach depends upon data, facts, information and logic. ] e
Payoff Table ]

This approach involves in solving problems objectively
and scientifically by organising, defining, and analysing
them in a systematic framework. 1)

|| Opportunity Loss Table

Decision-Maker: The decision maker is either an
individual or a group of individuals, who are

Decision theory can be considered as the procedure of
logical and quantitative analysis of all those factors that
affect the decision problems. It helps the decision maker to

analyse the decision problems with several procedures of
action and results.

Complete Certainty

Degree of Certainty

Decision-
Making under
Certainty

Decision-
Making under
Uncertainty

Decision-Making
under Risk

Figure 3.1: Decision-Making Situations

The classification of decision models is in accordance with
the degree of certainty. The specific region falling between
the two extremities corresponds to the decision making
under the possibility of risk is shown in the figure 3.1.

Complete Uncertainty

responsible to choose a suitable course of action from
the available courses of action.

2) Goals: Cerain objectives that a decision maker is

willing to artain through his actions are known as goals.

3) Preference on Value System: This refers to the

norms in deciding the best course of action by the
decision maker that includes maximisation of income,
utility, profit, etc.

4) Acts/Courses of Action: The courses of action or

decision choices is also known as acts. Hence, for any
difficult situation every possible plans of action must
be included. Whether these possible courses of action
are large or small, it should be emphasized that these
must be under the control of the decision maker.

For example, a decision maker decides what course of
action is possible in anticipation of a strike. A course of
action can have a decision 1o raise a stockpile that may
consist of numerical description of stocking, 100 units of
a particular item or a non-numerical description such as a
decision to build up a stockpile.

5) States of Nature: The decision-maker must develop a

complete list of possible future events before the
application of decision theory. Though, there is no
direct control of the decision-maker over the
happening of a particular event. These future events
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are known as states of narure and it is assumed 1o be
mureally exclusive and collecuvely exhaustive. These
states of nature can be numencally dcscnpu\ c. as
demand for some units of a panicular item Of a non-
numencal description of an employees” strike.

6)  PayofT: Payoffs are also known as conditional values or

profits, and its effectiveness is linked with a particular
cmbimxjmofaphnofacuunandmnfnamre.

For example, for an action. a conditional profit of
T10 15 associated in stocking of 15 units of an itemn
whereupon the demand of 12 units of tha nem is its
outcome then the costs is handled as negative profi.

PayofTl Table: A payoff wable is a record of the states
of nature (outcomes), that is mutually exclusive and
collectively exhaustive with a set of likely courses of

action. The payoff is calculated for each combination
of nature and course of action.

The association of the weighted profit with the specified
combination of state of nature and course of action is
acquired by the muluplication of the payofl, for that
specific state of nature and course of action with the
probability of happening of the given outcome. The
table shown below is an example of payoff table.

According to this table, O, O,...... O, represents ‘'m’
states of nature, as regards to *n’ courses of action St
Sz ..c... S, Thus, for a specified combination of
state of nature and course of action, a, denotes the
matching payoff.

States of Courses of Actlon

Nature S, [ s, S, S,
0, ap djyen ay e
0, ay Apgeee gy ~-a,,
Ol Anl Aul"‘ ».-a"... ...n_
0,, B Ay == By

Example 1: A shopkeeper sclls a specific face cream
for T120. He/she buy it for Z100 per piece. As the new
tax laws will be applied at every year, the picces now
become obsolete at the completion of a year and
hence it may be disposed-off for 350 per picce. The
yearly demand for this cream is in between 18 and 23,
according to shapkeeper previous experience. The
probabilities will be as follows:

MDA Second Semester (Quzntitative Tech

Demand 18 19 20 21 22 23

Probability | 005 | 0.10 | 0.30 | 040 | 0.10 | 0.05

Solution:
1) Events: Yearly demand ranges between 18 and

23 picces.

D = 1K picces are demanded [Dy = 21 picces are demanded
D; = 19 preces are demanded (D4 = 22 picces are demanded

D, = 20 pieces are demanded |y = 23 pieces are demanded

nigues for Deaision Making) AUC

s ction: The available course of action
E?I:Jrl: ?: rr:mcen 18 10 23 numbers of picces
because the demand cannot be less than 1% and
greater than 23 pieces. Hence shopkeeper does
not stock item (cream) less than 18 or greater
than 23 pieces.

i)

So there are six course of action as shown in table
below:

A, = purchase 1§ picces
A, = purchase 19 picces
A, = purchase 20 piecss

A, = purchase 21 piecey
A« = purchase 22 pieces
A, = purchase 23 pieces

iii) Payoff Table: The payoff table for this will be as

follows:
Payofl Table

Ay 18] As:19]A,:20[ A :21{Acz22{A 223
D;: 18| 360 310 260 210 160 IIL
Dy:19] 360 | 380 | 330 | 280 | 230 180 |
D,: 20| 360 €0 4K) 350 300 250—-
Di:21| 360 | 3s0 | 400 | 420 | 370 | 320 |
D« 22| 360 k111 400 420 240 190
De:23| 360 | 320 | a0 | 420 | 240 | 460

For example, il the 22 pieces of cream are
stocked by shopkeeper and 23 picces of cream are
demanded then the Profit =22 (picces of cream
stocked) » 20(profit per picce) = T440.

While if the 23 pieces of cream are stocked and
21 picces of cream are demanded, then Profit =
21(pieces of cream sold-out) » 20(profit per
piece) — 2 (piece disposed out) » 50 (loss per
piece) = 420 — 100 = 2320. Table above shows
all combinations of pay-offs.

8) Opportunity Loss Table: The failure of not choosing

the most positive course of action or approach is
responsible for incurring an apportunity loss.

For each state of nature or outcome, opportunity loss
values arc calculated individually that is, by inmitially
finding the most positive course of action for that
particular outcome,

Then by stating the difference between that payofl
value for that course of action and the payolf value for
the best feasible course of action should be selected.

The regret table for above example is shown helow:
Regret Table

Apt I8 }l,_._l') Ay 20 A‘_.EL.‘_\u_;; At 23

Dy: 18 0 S0 1t1) 150 200 250

D;: 19 20 0 50 104} 150 200)

D200 40 | 20 | o | s [ m | 150

Dge 21 60 40 _'2&__ §] 50 100

Dy: 22| KD ) 40 20 0 50
De: 23| 100 BO 60 40 20 0
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3.1.3.

Figure.
the dec!

Step 1)

Step 2)

Step 3)

Step 4)

and Game Theones (Unit 3)

Steps in Decision Making
3.2 depicts the following slem that are involved in
sion theory approach:
—

Define the prodlem
¥
List All the Peable Alternatives
_ .
Identify the Expected Future Events
}
Construct 2 Payoff Table
— '
Sclect Optimum Decisiom Critenon
)
Apply the Model and Makes Decision

-

e

Figure 3.2: Steps of Dedsion Making

Define the Problem: The first action has to be
taken by the decision maker is to define the
problem clearly. In decision makang, 1t is a very
crucial step as ambiguously defined problems
will only produce poor results. It is well said “a
problem well defined 1s hall eolved”. Thus,
problems which are not clearly defined, will
hinder the decision maker to decide correctly.

List All Possible Alternatives: For a problem
that has been clearly defined its second step will
be to make a list of those possible options that
have been considered for its decision. For
example, Following are the three options for the
company:

i) Expansion of the existing plant.

i)  Construction of a new plant.

iii) Hiring production for further demand.

Identify the Expected Future Events: Listing of all
the possible occurrence of future events is the third
step for the decison making. Itis very much possible
o identify the happering of the events, but the
difficulty is in the wentificaton of the occurrence of
any particulur event. In decision theory, thine events
which are not under the control of decivion maker
are known as states of natre. Definitely, only one
event will occur from the given list.

For example, 4 manulaciunng company having
preatest uncertainty ahout the demand for the
product. The future events related 1o the demand
may be:

1) High demand.

ii) Moderate demand.

i) Low demand.

iv) No demand

Comstruct u Payoff Table: The decision maker
comstructs  a payoll table for cach possible
combination of altermative course of action and state
of nature (Lable compnsing of profit, henefit, eic.)

MIET

iutr{nrrmu

Step 5) Select Optimum Derision Criterion: r*..L-.:'L:’

comstrucnon of the payoff zble, e Aol 47:1 x
has to decde the chee of tre bt cmemen, »TRch

¢ V. It may b coaoomEc

yields larg=a p2y™ y o
quntnztve o qualitztive. For examphe. S
share, profit. fragrance of 3 perfume. €

Step 6) Apply the Model and Make Ilkaw;»:: The
selected madel s finally zppiied by 'J‘Ig decinion
maker, »hich faciinates 1o decision-maunz.

Example 2. A firm manufactares three types of prodocts
The fixed and vanzble costs ase given belos

Prodoc | Fiaed Comt | Variable (ot Per Uit |
s )

A 25.000 12 |

B ' 15000 l 9 |

c s34 7 ,

The likely demand (units) of the products is given below

Poor Demand: 3.000
Moderate Demand: 35.000
High Demand: 11,000

If the sale price of each type of product is ¥25, then
prepare the payoff matnx.
Solution: Let D,. D; and D; be the poor, moderate znd
high demand, respectively.
The payoff is then given by:

Payoff = Sales Pevenue - Cost
The calculations for payoff (in '000%) for each pair of
alternative demand (course of action) and the types of
product (state of nature) arc shown below:
D,A=3725-25-3x12=14
DBE=3x25-35-329=13
D;C=3x25-53-3x7=1
D:A=35x25-25-35~12=430
D;B=35225-35-3529=525
D,C=35%x25-53-35x7=5T7
D,A=11%25-25-11x12=1I8
D/)B=11225-35-1129= 141
DsC=]1!25—53-—||x7=1-35

The payoff values are shown in table 3.1:

Tahle 3.1
Alternative Demand (in *0007)
Product Type D, D D,
A 14 430 114
B 13 525 141
C 1 577 145

3.1.4. Decisions Making Environments
Whenever a decision maker encounters several decision
alternatives, decision theury is utilised to determine the
best strategies  Following are mentioned three types of
decision-making environment:

Declsions Making Environments

Decision Making Under
Cenainty Decisttn Making Under

Uncertaimty
Decision Making Under Risk




MIET

CELTRILTE

134

MBA S d Semester (Quantitative Technigues for Decision Making) Ayc
ccond Sc

3.1.5. Decision-Makin
There are certain problems whe

fully equipped with the inform
all the 1

g Under Certainty

rein the decision maker is
ation and is wel| aware of
acts related to the states of nature, Besides, he has
the knowlcdge of its occurrence as well. He is also aware
of the consequences of that state of
decision making is sim
selection of the strateg
yield maximum payo
state of nature whose

nature. The problem of
ple in such sitations. Thus, it is the
y by the decision maker which will
ff, with respect to utility under the
occurrence is well known (o him,

In this case, the easy selection of the course of action
decision maker is a presumption, that only one state of
is purposeful. To make decisions under certainty
situation when

there is only one event and only one outcomne
for each action with each decision alternative is available,

For e?tample. for a cenain period, a person is willing 10
deposit Rs.10,000. The Unit Trust of India (UTI) offers

55% interest, Bank deposits giving 4,759 interest, and
Government bond rate is 5% p.a.

Despite all the
investments being fully secured, investment in Unit Trust
of India (UTI) is definitely the best choic

€.
For example, there is only one possible event for the two

possible actions: “Do nothing™ at a future cost of 23.00 per
unit for 10,000 units, or *re

arrange™ a facility at a future
cost of X2.80 for the same number of units. A decision
matrix (or payoff table) woul

by the
nature
v is a

d look as follows:
Actions State of Nature(with probability of 1.0)
Do Nothing | 230.000(10,000 units. 13.00)
Rearrange ¥28.000(10,000 units. 22.80)

Itis to be noted down that there is only one State of Nature
in the matrix because there is only one possible outcome
for each action (with certainty). The decision is obviously

to choose the action that will result in the most desirable
outcome (least cost), that is to “rearrange”.

For example, following are three pay-off measures for
traveling by three different routes:

Routes| Time Saving | Fuel Saving Enjoyment
(Hours) (Litres) (Subjective Ratings)
A 4 3 1
B 3 7 3
C 0 0 10

If a person values time, he will go by route A and if he
values saving fuel, he will go by route B and if he wants
more enjoyment he might take to route C.

3.1.6. Decision Making Under Uncertainty

Situation which contains the imperfect and/or unknown
information is known as uncertainty. Uncenainty is
generally used in different ways in different fields like
physics, statistics, economics, finance, psychology,
sociology, engineering, metrology, philosophy and others.
Uncertainty can be used to predict the future events, to
physical measurements which is observed or to the
unknown. This situation arises generally due to indolence

and/or ignorance as well as in partially observable and/or
stochastic environments.

i ation available for a decisjop,
is i lete informa
If there is nncD:':L‘n the decisions wken under such gy
cn\'!mnmcn:‘ are known as decision un('lc:r uncertainty,
%“ml;??:fonnulion of the decision environment, in such
en n _

a situation is unable to be explained in the form of
probability distribution.

i with two players ang
g let therc is a game )
r::he:::‘ (rflev_;mcm is having a sct of alllcmauvcs 10 work,
'l:'or each combination of the alternatives of the players,
resulting in a combined outcome.

Both the players will decide their oplion; snrlr;\u[laneously
in enhancing the outcome of t.h.c game for their benefit,
Hence, there is no possibility for. .dcscnb_mg any
probability distribution to define the decision environmen,

A decision under the uncertainty is when no objective
information is available about the states of nature and thejr
probabilities of occurrence. ’l.'herefor.c. due 1o
unavailability of historical data and its relative fn:g_ucncy,
that could have informed about the probability of
happening of a particular state of nature.

For example, it is not known if Mr. Z_w.ill‘ be the prime
minister of the country after 15 years, this is improbable,

Process for making managerial decision is included in the
following steps:

1) Recognizing such a situation that decides what action
is to be taken.

2) Identify and develop the alternate course of action.

3) Evaluation of alternative.

4) Choosing one from altemnatives.
5) Implementing the selected course of action.

Due to lack of knowledge, majority of the decisions that
are taken by the managers are classified under the category
of decisions under uncertainty, as what would be the
outcome of alternate course of action,

The total range of possible outcomes is not possible under

uncertainty and in real sense the probabilities of the
possible outcome are unknown.

For example, while taking decisions related to new
products, packaging, promotional activities, prices and
channel of distribution, a marketing executive is
challenged by extraordinary situations.

Some influential factors such as, product characteristics,
‘price and the volume of sale effort can be structured by the
manager, but they must compete with the uncertainties
concerning factors like, economic conditions, taste of
consumefs and competitors etc. that are out of his control.

At the time of attempting a given course of action, how
it will be affected by the various factors and how does a

manager predicts will depend on his

scarcity
of information.
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ore ATE several rules and techniques to take decisions

ander uncert:flm)f situation. Important ones are shown in
igure below:

Decision Cholce Criteria

@nu or Minimin

Maximin or Minimax

‘ Minimax Regret Criteria

Equally Likely Decision

Criterion of Realism

3.1.6.1. Maximax or Minimin (Criterion of
optimism)

According to this criterion, it is ensured by the decision
maker to achieve maximum payoff or minimum cost
without missing the opportunity. Thus, he chooses a
different course of action represented by the maximum of
the maxima or minimum of the minima payoffs. The
summary of the working method is as follows:

1) Locating the payolf value (maximum or minimum)

that corresponds to each and every course of action.

2) Selection of an alternative, having the best expected

payoff value which maximise the profit and minimise
the loss.

This is called an optimistic decision criterion, due to the
selection of an alternative with highest/lowest available
payoff value by the decision maker.

3.1.6.2. Maximin or Minimax (Criterion of
Pessimism)

According to this criterion, it is ensured by the decision

maker that his earnings are not less than the specified

amount. Therefore his selection of alternative is
represented by the maximum of the minima payoffs in
case of profit, or minimum of the maxima in case of loss.

Summary of the working method is as follows:

1) Locate the payoff values (both minimum in case of
loss and maximum in case of profit) that correspond
to each altemative.

2) Select an option having best expected payoff value
(maximum for profit and minimum for loss or cost)

According to this criterion, the decision maker being
conservative regarding future and he anticipates_worst
possible outcome (minimum for profit or maximum for
cost or loss). Hence, it is known to be pessimistic decision
criterion. It is also called Wald’s criterion.

3.1.63. Minimax Regret Criteria (Savage
Principle)

This decision criterion was developed by L.J. Savage.
According to this criterion he suggested, that due to the
decision of the decision maker and on the occurrence of
event i.e. states of nature, he may have the feeling of
regret. Therefore, he should attempt to lessen the regret
prior to the actual selection of a particular alternative.
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The summary of the working method is as follows:

[) The amount of regret that is equivalent to cach
altemative for every state of nature is determined. N
The regret for j" event that corresponds to the 1
alternative is given by the following Iormula:
™ regret = (maximum payoll - i® payofl for the
i event. o

2) Maximum regret amount for each alternative 1S to be
determined.

3) Choosing the alternative that corresponds to the
minimum of the above said maximum regrets.

3.1.64. Equally Likely Decision (Laplace

Criterion)

On the assumption, that the occurTence of all states of
nature having same probabilities as they have been
assigned with equal probability is due to the reason .thal
the probabilities of states of nature are unlmowp. Since
these states of nature are mutually exclusive and
collectively exhaustive therefore, each of these must have
the probability equal to 1/(number of states of nature).

Following is the summary of the working method:
1) According to the formula: Unumber of states of
nature, assigns equal probability to each state of nature.

2) Expected (average) payoff for each alternative is to be
computed either by adding all the payoffs and then
dividing them by the number of possible states of
nature or by the applying of the formula.

(Probability of state of nature j) x (Payoll (Py)
implies value for the combination of alternative i
and state of nature j

3) Selection of the best expected payoff value

(maximum for profit and minimum for loss/cost).

Generally the decision maker is being totally unaware
regarding various states of nature and their probability of
occurrence. Anyhow, this criterion does not have much
practical utility.

31.65. Criterion of Realism (Hurwicz Criterion)
Due to the assumption of both the maximax and maximin
criterion, the decision maker is neither optimistic nor
pessimistic. According to the Hurwicz Criterion, the
measure of the decision makers confidence as the decision
payoffs are weighted by the coefficient of optimism
defined as “a”. It lies betweenOand 1 (0O<a< 1)
1) If the value of a = 1.0, the decision maker is totally
optimistic;
2) If the value of a = 0, the decision maker is totally
pessimistic.
The Coellicient of Pessimism is (1 — a). This is an
advantageous approach, as it allows the decision maker in
building personal feelings regarding optimism and
pessimism relatively.

The formula states:

H (Criterion of realism) = a (Maximuom in column) +
(1 —a) (Minimum in column)
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The summany of the working method is as follows:
1} Decide the cocfficient of opumism. « followed by
coeflicient of pessimism (1 — ).

2y After selecting the largest and low est payoft value for
cach altemuative, multply it with the values of a and
(I — @) respectively. Calculation of weighted average,
H 1s done by applying the above formula.

3)

f Selecuon of an opuon having best expected weighted

average payoff value.
Example 3: A food products co
current product with a pew
(S)) or a moderate chang
current product.

mpany is replacing its
product at much higher prnce
€ in the composition of the

There is small increase in price (S,) with new packaging
or a small change in composition of current product (only

She tag of the product is *New®) with approximately small
Increase in price (S;).

There are three possible events or states of nature:
1) High increase in sales (N)),

2) No change in sales (N>) and

3) Decrease in sales (N3).

The marketing depanment have the following payofTs in terms
of annual net profits for the three States of nature or events:

States of Nature
Strategies N, N, Ny
S, 7.00.000 3.00,000 2.50.000
S, S.00.000 4.50.000 0
S, 3.00.000 | 3.00.000 | 3.00.000

MBA Second Semester (Quantl

(atise Technigues for Decision M.\ng\ AUc

ey should be chosen by executive according 1,
RUCEY S X

Find what s o

1) Maximin Cnten
2) Maumax Cntenan e
3)  Mimmaz Regret Cn

4) Laplace Cntenon A |

- < on: The above payofT matnx can t-. WTten as beloy.
Solution:” in Criterion: In this criterion. that i
1) h::;:,m '.l: chosen which maximises the minijp,

a

payofTs as shown below:

of
um

Status of Nature -
1
N, 7.00.000 | 5.00.0
N 3.00.000 | 4.50.000
N 2.50.000 |
. =
| Column Minimum 2.50.000 |

Hence. the company will adoplAs_Lmlc.gy Sh because
the maximum value of column minima is 3, 00,000
2) Maximax Criterion: The maximum payotfs matriy
in this criterion will be as follows, from where the
strategy is lo be selected:
Status of Nature

Ny
N«

Ny
Column Maximum

Hence, the company will select Lh‘e strategy S, because
the maximum of column maxima is 7, 00, 000.

3) Minimax Regret Criterion: In this criterion. we get the opportunity loss table as follows:

Status of Nature Strategies j
S, S: | Ss
N, 7.00,000 - 7,00,000 = 0 7,00,000- 5,00,000 = 2,00,000!7.00.000 — 3.00,000 = 4,00,000
N, 450.000 — 3.00,000= 1,50,000[4,50,000 — 4,50,000 = 0 4.50.000 — 3,00,000 = 1.50.000
Ns 3,00,000 — 2,50,000 = 50,000 |3,00,000 — 0 =3,00.000 3.00.000 — 300,000 =0

1,50,000

Maximum Opportunity Loss

1,00.000 4,00,000

Hence the company will adoptstrategy S, because the minimum opportunity loss is 1,50,000.

4) Laplace Criterion: Assume that the probabilities of states of nature are equal, hence each state of nature has 1/3
probability of occurrence. Thus. we get the following payoffs matrix:

Stratepy

Expected Return ()

S 173 (7.00,000 + 3.00.000 + 2,50,000)|= 416666.66

S; 173 (5.00.000 + 4,50,000 + 0)

= 3.16.666.66

Sy 173 (3,00,000 + 3,00.000 + 3,00,000)|= 3,00,000

Hence, the marketing executive will choose the strategy S,

this strategy.

because the maximum expected retumn is 416666.66 for

Example 4: A Tata steel company is worried about the possibility of a strike. In order 10 acquire a suitable stockpile, it will

cost T 30,000 extra.

The company management calculates the extra expense of T 70,000, in case there is a strike and

company has not stockpiled. Determine whether company stockpile or not in case it is using:

1) Minimin criterion

2) Minimax criterion

3) Minimax Regret criterion

4) Hurwicz criterion for . = 0.4
5) Laplace criterion
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Solulinn: From the above data, the conditional cost wble can be constructed as follows:
Conditlonal Cost Table (T)

) Alternatives

States of Nature | Stockplle | Do not Stockpile
"\l’ (Al'

Strike (S)) 10,000 70,000

No Strike (§,) 30,000 0

Thus We have, '

n Minimin Criterion: Hcr,c we will use minimin criterion as table shows the costs. The minimum cost is 230,000 for
A, and R0 for A; respectively. Hence, the company will adopt the alternative A; which means that it is not stockpile
and related cost 1s 0. 2

5) Minimax Criterion: Here, we will use the minimax criterion as the table again represents costs. The n\f\xlmum value
is 230,000 for alternative A, and 270,000 for altemative A,. The company will adopt altemalive A, which means that
it is stockpile and related cost is ¥ 30,000, i

3) Minimax Regret Criterion: First we have to make the conditional regret table. The regret for the Strike (S))
will be the cost subtracted from the minimum cost of 230,000 and for No-Strike (S) will be the cost subtracted
from the minimum cost of 0. The conditional regret table can be constructed as follows:

Conditlonal Regret Table (T)

Alternatives
States of Nature | gyockpile | Do not Stockpile
(A)) (A
Strike (S) 0 40,000
No Strike(S;) 30,000 0

The maximum regret is 2 30,000 and ¥ 40,000 for alternative A, and A respectively. Hence, company will select
alternative Ay having minimax regret cost is ¥30,000.

4) Hurwicz Criterion (Weighted Average Criterion): When a = 04, we have:
i) Costrelated to alternative A, = 30,000 x 0.4 + 30,000 x 0.6 = ¥ 30,000
i) Costrelated to alternative A, =70.000 x 0.4 + 0 x 0.6 =T 28,000

Hence, the company will adopt alternative A, and the related cost is 28,000.

5) Laplace Criterion (Equal Probability Criterion): Assume equal probability cost for both alternatives. In such case, we have:

A,=% 12(30.000+30.000) =230.000,

A2=?-;—(70.000+0)=€35,000.

Hence the company will adopt the alternative A, and related cost is 130,000.

Example 5: Consider the following data in daily not profit, find the best order size based on the:
i) Maximum criterion
ii) Savage minimax regret criterion and
i) Hurwicz criterion Take (a = 0.4)
Demand
50 100 150 200 250
75 950 1200 575 675 -1425
Order Size 150 | 50 1700 2000 2250 1600
225 | -850 850 2550 3550 4525
300 | -1800 600  1R00_ 2000 S000

Solution:
i) Maximin Criterion: The Daily Net Profit can be determined as illustrated in table below:
Demand
50 100 150 200 250 Minimum
75 | 950 1200 575 -675 -—1425| - 1425
150 | 50 1700 2000 2250 1600 50+
Order Size 225 | -850 850 2550 3550 4525 -850
300 | —1800 600 1800 2000 5000 | —1800

In table above, the maximin value is for row 2. Hence, the action corresponding to row 2 is the best action. This shows that
the optimal daily order size of the perishable item should be 150 kg.
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i) Savage Minimax Regret Criterion:

75

150

Order Size 225
200

50

jtative Techni
MBA Second Semester (Quantitative

950 —-950=0

~
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Table below shows the regret values:

950 - 50 = 900

950 + 850 = 1800

Demand 250 Maximy
100 200 — m
1700 - 1200 = 500 ggn-s-:s — 19753550 — 675 = 2875 ?Oo;g: ::.(T; = ;ﬂf) ii;,xs)
1700 1700 =0__[3550 2000 =550 [3550 = 2250 =1300 1P e T
1700 — 850 = §50 [2550 — 2550 =0 _|3550 —3550=0 5000_5000:0 --700
1700 — 600 = 1100|2550 — 1800 = 750]3550 — 2000 = 1550{5C70 = = 2750

950 + 1800 = 2750
= =7

_g:jm above table. it is shown that row 3 has the minimax value. Thus action taken under third row is the best action,
is s

hows that optimal daily order size of the perishable item should be 225 kg

) Hurwicz Criterion: When a = 0.4, we get the following table:

Demand
] ed Outcome
50 100 [150 |3 3 Minimum| Weight
150 (200 |250 Mu(llTum v b= ox (B + (1= a) (i)
75 | 950 [1200]575 |—675|- 1325] 1200 — 1425 —375
150} S0 _[1700]3000[3350] 1600 | 2250 50 2
Order Size[225] _850 | 850 [2550]3550] 4525 | 4525 —850 Jood
300]-1800] 600 [1800[2000] s000 | 5000 —1800 920

Fm.m above table, it is shown that third row has the maximum value. The action taken under row third is the best
action. This shows that the optimal daily order size of the perishable item should be 225 kg.

Example 6: A steel manufacturing company is concerned
with the possibility of a strike. It will cost an extra 320,000
o acquire an adequate stockpile. If there is a strike and the
company has not stockpiled, management estimates an

The maximum value for A, is ¥ 20,000 and for Asist
40,000. Hence, company must select A; with minimay
regret of ¥ 20,000.

i i rion (Weighted Average Criterign).
additional expense of 260,000 on account of lost sales %) ::-n:;:z vCa]l:l: a =(‘0.4.gthc cost asEocimiv:n?v?l)};
should the company stockpile or not if it is to use. al tive A, = ¥ (20,000 x 0.4 + 20,000 x 0.6) = 7
1)  Optimistic criterion 2 terna / 1 8 , . L) =
2) Savage criterion 20,000:an . .
3) Hurwicz criterion for a = 0.4 Cost associated with alternative A; = T (60,000 x 0.4
4) Laplace critenon. +0x0.6) = ¥ 24,000

So, the company should stockpile and associated cost
Solution: The Conditional cost table of the above problem is ¥ 20,000.
is shown in table below: 4) Laplace Criterion (Equal Probability Criterion):

Conditional Cost Table (in ) Equal probability cost for alternatives A, and A, can

Alternatives be calculated as follows:
States of Nature Stockpile, A Do not Stockpile, A
Strike, S, 30,000 50000 A, =z%(zo.ooo +20,000)= 20,000
No strike, S, 20,000 0

1) Optimistic (Minimin) Criterion: The above table
shows costs; hence the minimin criterion will be
applied. The minimum value of altemnatives A, is 2
20,000 and the minimum value for the alternative Az
is ¥ 0. Thus, company chooses alternative A, because
it should not stockpile and associated cost is T 0.

A, =:%(6o.ooo+0)=zso.ooo.

Hence, the company should stockpile and associated
cost is T 20,000.

Example 7: Mr. Senthil has 210,000 invest in one of the
three ~ptions. A, B or C. The rcturn on his investment
depends on whether the economy experiences inflation,
recession or no change at all. His possible returns under
each economic condition are given below:

2) Savage (Minimax Regret) Criterion: First we make

a conditional regret table as shown below:

State of Nature
Conditional Regret Table (in ) Strategy | Inflation | Recession | No change
Alternatives A 2000 1200 1500
— B 3000 800 1000
States of Nature Stockpile, A, Do not Stockpile, A,
C 2500 1000 1800
Strike, S, 0 40,000 . .
No strike, S, 20.000 0 }‘Vha! shquld he d'cquc using the:
1) Maximax Crilerion,
ii) Maximin Criterion,

For states of nature S, the regret will be cost minus the
minimum cost of ¥ 20,000; for states of nature Sa, it will
be cost minus the minimum cost of 0.

iii) Regret Criterion,
iv) Hurwicz Criterion (a = 0.5), and
v) Laplace Criterion?
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D paximax Criterion: The maximum payoffs

A
]
C

Strategy [Inflation Recession|No change[Maximum Value
2,000 1,200 1.500 2,000
3,000 800 1,000 3,000
2,500 1,000 1.800 2.500

matrix in this criterion will be as follows

MIET
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Maximum among the maximum Pay-offs is 3,000. Hence strategy B is to be selected.

;i) Maximin Criterion: In this criterion, that course of action is chosen which maximises the minimum payoffs as shown

below:

_|Inflation|Recession]No change/Minimum Value
Al 2000 | 1200 1.500 1,200
B| 3000 | oo 1,000 800
C| 2500 1,000 1,800 1,000

Maximum among the minimum pay-offs is 1,200, Thus, the corresponding option A is to be selected.

iii) Regret Criterion: First we have to make the conditional regret table:

] Regret Pay-Off
— egret Pay
™ |Inflation __|Recession  |Nochange  [Taflation Recesslon | No change Maximum Regret
- el Lo 1,500 1,000 0 300 1,000
[ [ 300 L) 1,000 0 400 800 800
C 2,500 1,000 1,800 500 200 o 500
Max 3.000 1,200 1,800

Among the maximum regrets, we find that the minimum value is 500. Hence the alternative C is to be selected.

iv) Hurwicz Criterion (Weis

shted Average Criterion): The Hurwicz criterion is given in the following table for @ =0.5.
A|B|C h:;‘ ‘\‘[liil;'l H=ax(+(1-a)x (i)
Inflation_|2000[3000(2500[3000[2000 2500
Recession |1200( 800 [1000(1200] 800 1000
No Change| 1500]1000{1800{1800{1000 1400

As the maximum value of H is 2500 which correspond to inflation, thus by Hurwicz Criterion, the recommended
decision is inflation.

v) Laplace Criterion: The commesponding table is shown below:

Inflation | Recession | No Change Expected Pay-Off
A | 2,000 1,200 1,500 1/3(2,000 + 1.200 + 1.500) = 1566
B | 3,000 800 1,000 1/73(3,000 + 800 + 1,000) = 1600
C | 2.500 1,000 1,800 1/3(2.500 + 1,000 + 1,800) = 1766

Alternative C has the maximum expected pay-off. Thus altenative C is to be selected.

Decision Making Under Risk
Risk may be defined as the potential of losing something
of value. Values can be anything such as physical
health, social status, emotional well-being or financial
wealth. Whenever someone takes risks resulting from a
given action or activity then values can be gained or lost.
In other words, risks can also be defined as the planned
interaction with uncertainty.

Uncertainty is the unpredictable, uncontrollable and
unmeasurable result. The risk is consequence of result
taken in spite of uncertainty.

If there is no knowledge of the state of nature and
assigning of probabilities to various state of nature is on
the basis of objective or factual evidence then the
decisions taken under such environment are known as

decision making under risk.

3.1.7.

Problems that are linked with inventory level or spare parts
etc. Assigning of the probabilities to different states of
nature is possible on the basis of historical data and past
experience. Thus, in these cases the payoff matrix helps in
ariving at an excellent decision by assigning probabilities
to various states of nature. Various states of nature can be
counted under this condition as well as the long-run
frequency of them is supposed to be known. Decision maker
cannot predict about the occurrence of outcome due to the
result of his selecting a particular course of action as the
information regarding the states of nature is probabilistic.

Normally it is difficult to calculate the exact monetary

payoffs or outcomes for several combinations of such

courses of action and states of nature because each course
of action results in more than one outcome.
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The decision maker has often been e
probability values o the probable occurrence of cach state
of nature in accordance to the past records or previous
cxpecriences. The best decision will be in selecting that
course of action which having the largest expected pay-off

value after Knowing about the probability distnbution ol
the states of nature.

Criteria for Decision Maki
The important ones.

one stage decision u
figure below:

nabled 1o assign the

ng under Risk Situation
out of several rules and techniqucs for
nder the situation of risk ar= show

Criteria for Declsion Making ‘

nin

under Risk Situatiorn

| ]

Maximum Expected Pay-off Bayesian Analysis
Likelihood Rule Criterion (Posterior Analysis)

Expected Monetary Value (EMV)

Criterion

E‘_pecu:d Oppornunity Loss (EOL)

Criterion/Expected Regret

Expected Value of Perfect

Information (EVPI) Criterion
3.1.7.1. Maximum Likelihood Rule
According to this criterion the decision maker selects that
state of nature which have the highest probability of
occurrence and chooses the decision altermative yielding
the highest payoff in that state of nature.
For example, if the probability distribution of demand is
as follows:
Demand (Units) o 1 2 3
Probability 0.1 02 ] 03| 005

4 S5 6
0.05 | 0.2 | 0.1
The most likely demand is the demand of 2 units. and if
onc has 1o place the order then he should place for 2 units
as per the most likelihood rule. The disadvantage of this
rule is that no consideration is given to less likely but it
has more consequential results.

For example. if the throw of a dice costs 21 and if someone
has to receive T1000 for throwing a six then he or she is more
likely to lose 1 rather winning T1000. Thus, he/she would
have made the wrong decision if he/she would not have
accepted the offer of throwing a dice.

3.1.7.2. Expected Pay-ofT Criterion
Following are the techniques which are based on Expected
Pay-off Criterion:

1) Expected Monetary Value(EMV)

2) Expected Opportunity Loss (EOL) Expected Regret
3) Expected Value of Perfect Information (EVPI)

3.1.7.3. Expected Monetary Value(EMY)
The wecighted average payoff for a given course of
acuon is the Expected Monetary Value (EMV). It
means the total of the payoffs for each course of action
multiplied by the probabilities combined with each state
of nature is known as EMV.

Techniques for Decision Making) AUC

n thematical description of the EMV is as follows:
“The ma K

EMV (S,) =2 PP

= Number of possible states Of-‘.\rf“urc‘
mhers "': — Probability of occurrence of i’ state of natyre
I”I ‘= Payoffl connccted with state of nature N, and
! course of action S,

S 3 ulating EMY _ 4

;‘l:'[):lr;“B(L:ltll:ing of the payoffl matrix by enlisting
the possible courses of uFtlon a“d.5|lllcs b
nature. Enter all the possible combination of
course of nction and state of nature that gre
Jinked with limited payoff valuc§ as well as (pe
probabilities of the happening of Py
state of nature.

Step 2) Calculate the value of ELiY for each course of
action by multiplying with l.h.e_ conditiona)
payoffs of the combined probabilities which are
added to the weighted values for each course of
action.

Step 3) Selection of that course of action which yield the
optimum EMV.

Example 8: A newspaper seller has the following
probabilities of selling newspapers:

Sold Copies | Probability
10 0.10
1l 0.15
12 0.20
13 0.25
14 030
Total 1.00

The selling price of a newspaper is 60 paisa and its cost is
40 paisa. The condition is that seller cannot retum the
copies of newspaper. Determine how many newspapers,
the seller will order?

Solution: The seller has 10, 11, 12, 13 or 14 numbers of
copies for purchases and sales. This mcans he/she buys
more than 10 and less than 13.

Profit resuling from any combination of supply and
demand is shown in following profit table (table 3.2).
Irrespective of demand, the profit will be 200 paisa per
day when there is a stock of 10 copies.

For example, if seller sells 11 copies while the demand is
14 copies, then the conditional profit will be 220 paisa. If

he stocks 12 copies. his profit is 240 paisa when the buyer
orders 12, 13 or 14 copies.

If he stocks 11 copies and the buyers buy 10 copies, then
the profit decreases to 160 paisa (200 paisa profit on
selling 10 copies minus 40 paisa of one unsold copy)
because one copy of newspaper is unsold. When the seller

stocks 12, 13 or 14 copies. then the same rule will be
applicable.
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Thus conditional profit can be given by as follows: Each boat costs him 37,000 and he sells them for T10.000

| : st
off = 20 x No of Copies Sold - 40 x No of Copi cach. Any boat that is left unsold at the end of season mu
‘;‘3& v e be disposed off for 76.000 cach. How many boals should

/ﬂ____’l_'afhle 3.2: Conditional Profit Table (Paisa) be in stock so as to maximize his expected profit?
Possible Possible Stock Action

pemand | neohability 10 1 12 13 14 Solution: Given that,

|N0-i "'; Copies| Copies| Coples | Coples Coples Cost of boat = 77,000 and

Copies Selli ice = $10,000
')IU’_ o0 | 200 e T 5o T3 elling price

T [ OB 20 1w [T [0 [0 ] profitif sold = 210,000 - €7.000 = 23.000

r-""l"i—-_— 020 | 200 | 220 | 240 | 200 | 160

l:: 33_3 f$ 333 340 260 | 220 If it is not sold. then disposable price = 76,000
1 : 2 p2] 240 . i
e vViliie Gf eath ; e 2_8“ Using the above data, the conditional profit (pay-ofl)
The average value of each altemative can be determined  yajues for each act-event combination are given by:
by multiplying the conditional profit by corresponding 1d — ML x Boats
robability and then adding the resulting values as shown Conditional profit = MP x Boats Sk =
in table 3.3: Unsold _ x Boats
Table 33: Average Profit Table ;”0-0"0 ~7.000) x Boats Sold - (7000~ 6.000)
. Average Profit from Stocking (Paisa) nsold ,
l‘a‘s""s Probabllity| 10 | 11 | 12 | 13 1 19 3,0008 =3.0008 if P<3
Dema™ Copies | Copies | Copies| Copies | Copies|  ~ 13,0005 +1,000(S—P) =4,0008-1.000P  if P>S
0 0.10 20 | 16 | 12 | & 3
11 0.15 30 13 21 21 15 Hete
2 0.20 10 44 45 '
:3 0.25 50 35 63 ;{5] :; P = Number of boats prodl_lccd
14 0.30 60 | 66 | 72 | 78 [ 84 S = Number of boats sold in past
Total Average Profit| 200 | 214 | 219 | 212 | 190 The resulting conditional pay-off is computed in the
| (Paiso) following table:
Therefore the seller must order 12 copies in onder to eam C gx , y-OfTs)
maximum profit as its daily average profit is 219 paisa. This Table 3.4: Conditional groiiilu\::;l:ﬂ;& Act
stock will provide highest profit over a period of time. The Sfl“m Probabili ﬂ,nn ln:'ﬁon p:r“-“h
next day profit of 219 paisa is not guaranteed. In case he ls,;oz:f qd 1 1213 4 G
stocks 12 copies per day, then the average profit is 219 paisa
iy i Soe : 0 015 b 4 4 -.000-5.000-6.000
per day under given constraints. This is the best choice for 1.00012.00013.000) |
him, as others stocks will not provide so much daily profi l 037 103.0002.000]1,000 01.000_2.000
Example 9: Let consider the following payoff matrix: 2 027  |03,0006.000{5.0001 4.000{ 3.000 2.000
Act 3 018 |0(3.000/6.00009.000 8.000{ 7.0004 6.
State of Do not Expand
Nature | Probability | p O 00 m‘l’wu mﬂ 4 009 n[2.000l6.00(49.000{12.0001 1,000{10.000
o P s 5 004 013.000(6,00009.000(12.000{15.000{14.000
High o4 2500 | 3500 | 390 6 0.01__ 03.000/6.00009.000{12.000(15.000(I8.
D"“i““" - . The calculations for expected pay-offs and EMV for each
Med “md 0. 2500 3500 2500 act are shown in the following table:
Low 02 2500 1500 1.000 Table 3.5: Computation ol Expected Pay-Off and EMV
Demand Event |Probabilify|Expected Pay-Off Act (Production per |
(Demand) (1) Week)
Determine which act must be select using EMV criterion. ol 1 2] 3 | 4 Ts1s
Solution: The various decisions have the following EMV: 0 " 014  |o]-140|-280| —220 |-560(-700| 8240
Decision EMV %) | 027 Jo/s10|sw| 270 | 0 |-270|-540
Do not Expand 0.4 (2500) + 0.4 (2500) + 0.2(2500) =2500 2 027 0| 8§10 [1.620 1350 |1.080] 810 | 540
Expand 200 Units|0.4 (3500) + 0.4 (3500) + 0.2 (1500) = 3.100 3 0.18 [0 540 |1.080] 1.620 |1.420/1 2601080,
Expand 400 Units|0.4 (4900) + 0.4 (2500) + 0.2 (1000) = 3,160 4 0.09 0| 270 | 520 | %10 [1.080| 990 ! Qm
Since the highest EMV value is 3,160, hence it favours ) 004 [0{ 120 | 240 | 360 | 480 | 600 | Se0
expansion of 400 units. 6 001 _0/300| 60 | 90 [120]150]180
EMV (%) 2.440/3.80014,080%3,64012.840 1530

Example 10: A producer of boats has estimated the
following distribution of demand forapunimlarhﬂdﬂfb&t From ll;n: table, it is given that the maximum expected

T T 1516 profit is 4,080 which occur when stock is 3 boats.
Hence the order of 3 boats per season will maximise hs
expected profit

No. of Demand | 0 1 2
Probability 0.14|o27]o27]048 {009 004001
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Example 11: The probability of demand for lorries for hirin

aative T
MBA Second Semesterf (Quantitauive

echniques for Decision Muking) Auc

Jiven district is as follows:

No. of Lorries Demanded

Probability

on any day in a
aanEaEaEl

Lomes have a fixed cost of T

lorries, how many lomies should it buy?

Solution: Given that,
Fixed cost = T90
Vaniable cost = 2200

Now, we have the following table:

90 each day 10 keep the daily hire charges (net
hire company owns 4 lorries, what is its daily expectation? If the company is

of variable costs of running) Y200. If the |opp,_
aboul to go into business and currently hag no

No. of Lorries 0 1 2 3 4« ]
Demanded
I'I-y_orrs 0-90x4=_360 200—90x4=-150400—90x4=40600’90"4:240 800 -90 x4 =440
Daily expectation = (=360 x 0.1) + (~160 x 0.2) + (40 x 0.3) + (240 x 0.2) + (440 x 0.2) =80
Demand of | Probability Cox litional Pay-Off
Lorries 0 1 2 3 4
0 0.1 0| —90 | -180 | —270 [ —360
1 0.2 0| 10| 20 | =70 | 160
2 0.3 0| 110 | 220 | 130 | 40
3 0.2 o| 110 | 220 | 330 | 240
4 0.2 0| 110 | 220 | 330 | 440
Demand of | Probablilty Conditional Pay-OfT
Lorries o1 [ 2 [ 3| 4
0 0.1 o 9[-18]-27]-36
1 0.2 022 4 [-14]|-32
2 03 0o[33] 66 | 39 | 12
3 0.2 0o[22] 44 [ 66 | 48
4 0.2 0|22] 44 | 66 | 88
EMV— [ 0] 90| 140 | 130 | 80

As the EMV of course of action 2 is 140, which is higher than rest of all, the company should purchase two lorries,

3.1.7.4. Expected Opportunity Loss (EOL)/
Expected Regret

An alternative approach that refers to inaximization of
Expected Monctary Value (EMV) and minimization of
Expected Opportunity Loss (EOL) is also known as
expected value of regret.

The difference between the highest profit for a state of
nature and the actual profit which is obtained for the
specific course of action is defined as EOL.

Hence, the amount of payoff that is lost due to the
rejection of a course of action, which is having the greatest
payoff for the state of nature that has actually appeared, is
referred as EQL, That course of action is recommended
for which EOL is minimum.

Results obtained by EMV criterion and by EOL, which is
an alternative decision criterion for making decision under
risk arca will always be the same.

Hernce, cnly one of the two methods should be applied for
reaching a decision. The mathematical description is as
follows:

EOL(N,)=3"I P,

Where, 1; = Opportunity loss due to state of nature, N,

and course of action, 5,
P, = Probability of occurrence of state of nature,

N

Steps for Calculating EOL

Step 1) Preparation of a conditional profit table that
depicts each course of action, state of nature as
well as associated probabilities.

Step 2) Calculate Conditional Opportunity Loss (COL)
value for each state of nature by subtracted in
each payoff from the maximum payoff of each
event.

Step 3) Calculation of EOL for each course of action by
multiplying probability of each state of nature
with the value of COL and then adding it up.

Step 4) That course of action is selected for which the
EOL value is minimum.

Example 12: A seller has the following probabilities of

selling newspapers: ,
Coples Sold | 10 11 12 13 14
Probability | 0.10 | 0.15 [ 0.20 | 0.25 | 030
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The selling price is 60 paisa and its cost is 40 paisa. The
condition is that seller cannot retum (he copies of

pewspaper: Using EOL criterion, determine how m

(eWSpapers: seller should order? n

golution: The conditional profit table is shown in Lahle 4.6:
Table 3.6: Conditional Profit Table (Paisa)

MIET

CELTRILTE

143

Since minimum expected opportunity loss willl n:pn.:cr:

the optimum stock action, hence the seller wil lﬁlncl 2
Ini ais

copies per day as the minimum expected loss 1s 31 paisa

Example 13: Let consider the following payoll matnx:
State of Nature

f';;;i'b’,: Possible Stock
pemand Probability Action(Alternative)
(No. of 10 11 12 13 14
Copits) Coples | Copies Copies| Copies | Coples
10 010 | 200 | 160 | 120 | g0 40
I 015 ] 200 | 220 | 180 | 140 | 100
12 0.20 | 200 | 220 | 240 | 200 | 160
13 | 025] 200 | 220 | 240 | 260 | 220
4| 030 | 200 | 220 | 240 | 260 | 280

When there is demand of 10 copies then the best
alternative is that seller will order 10 copies and this will
give a profit of 200 paisa. The conditional opportunity loss
for every stock can be obtained by subtracting the
respective conditional profits from 200 paisa. Similarly,
each value of the rows subtracted from the maximum of
that row will provide conditional payoff values for
demand of 11, 12, 13 and 14 copies, Therefore, we get the
following Conditional Opportunity Loss (COL) table 3.7:
Table 3.7: Conditional Loss Table (Palsa)

Act Cold Weather(¥) | Warm Weather(%)
Sell Cold Drinks an 90
Sell Ice Cream 70 40

From the previous experience, it is known that probability

of happening of cold weather is 0.3.

1) Determine the opportunity loss table and then
calculate the expected opportunity loss for cach
course of action.

2)  Also illustrate that the EMV and EOL will give the
decision.

Solution: The opportunity loss matrix is shown in wble
below:

State of Nature
Act - v T
Cold Weather(Z) | Warm Weather(Y)
Sell Cold Drinks 70 -40= 30 M-90=0
Sell Ice Cream 70-70=0 90 — 40 = 50

For every alternative Couse of action, one can compu'c the
EOL as shown below:

State of Nature
Act Cold Warm Total
Weather(?) | Weather(D
Sell Cold Drinks 03x30=9 07x0=0 94+0=9
Sell Ice Cream 03x0=0 | 07x50=35 | 0+35=35

m Possible Stock Action
Demand (Alternative)
bili
i:;i :;f) Probability 10 1 12 1 -
(Event) Copies | Coples| Copies | Caples|Coples
10 0.10 0 40 %0 120 | 160
1 0.15 20 0 40 80 120
12 0.20 40 20 0 40 80
13 0.25 60 40 20 0 40
14 0.30 80 60 40 20 0

Expected Opportunity Loss (EOL) can be determined by
multiplying the probability of each state of nature with
corresponding appropriate loss value and then adding them
which provides resulting products. For example, for
stocking 11 copies, we have:

Expected Opportunity Loss (EOL) =0.10 x40 +0.15x 0

+0.20x20+0.25 x40+ 030 x 60
=44+044+104+18=
36 paisa

The EOL for different stocks can be calculated as shown

in table 3.8:

Table 3.8: Expected Loss Table (Paisa)

Selling the cold drinks is the best act as EOL in such case
is minimum.

The EML value of every course of action can be computed
as follows:

Act State of Nature
Cold Warm Total
Weather(T) Weather(Y)

Sell
Cold 03x40=12 0.7x90=63 12+63=75
Drinks
ol dee ] 03x70=21 | 07x40=28 | 21428=49

ream

The selling cold drink is recommend as the EMV value is

more, i.e., 75. Hence decision is same under EOL and
EMYV cnteria

Example 14: A newspaper boy has the probability of
selling a magazine as shown in table:

i

:ossth; Possible Stock Action (Alternative) No. of Copies Sold | 9 10 | 11 121 13 14

eman. .

(mo.of | @ byl 10 | 1 [ 12| 13w Probability 005 | 0.1 | 015 [ 03| 025|015

robability
%ﬂ:’, Copies| Coples | Coples| Coples| Copies| . o o6 2 oo cold s 230 and the sale et of e

10 0.10 0 4 8 3 16|  Magazine is T40. The unsold copies fetch a salvage value
TR T 3T ol 6] 12 s ©f%3 inthe sccond sale market. How many copies should
12 0'20 8 3 0 8 16 be ordered to maximise the gain? Use EOL criterion to

13 0'25 T o s T solve the problem.

# 14 0130 24 18 12 6 0 Solution: Itis given that,

DOL (Paisa) so] 36 31| 38 60 Thecostofcopy sold =230

The sale of the magazine = 240
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Thus unsold copies fetch a salvage value = 25
Profit=40-30= 210

Loss =20 -5 =125

The conditional profitable is shown in table 4.9-
Table 3.9: Coaditional] Profit Table (T)

| Possible Possible Stock .\cﬁou(»\lltrmtivu

Demand 9 10 11 12 13 14

(Nl b bttty

Copies) opiu:CnpiesCopi:anpi Copi

(Event) I :s‘ P Copies
9 00s 0 6% ) 15 | <10 [ 35
10 0l bt ] 100 75 sn 25 0
11 0.1s %0 100 110 &S 60 35
12 030 N 100 1o 120 95 -7;\
13 0z2s o0 100 110 120 120 1as
14 015 0 100 110 120 130 140

When there is a demand of 9 copies and order of 9 copies,
then best alternative gives optimal profit of ¥90. For this
event, the conditional epportunity  loss  for
alternative is  resulted by 1
conditional profit from opumal profit (ie.. 90). Similarly
for demand of 10, 11, 12, 13, 14 copies. the conditional
opportuniry loss can be obtained by subtracting the
conditional payoff values for every of these rows from
maximum profit of that row. Table 3.10 shows the
resultant Conditional Opportunity Loss (COL):

Table 3.10: Conditional Loss Table (7)

every

Possible Possible Stock Action (Alternative)
l:.:ln:l 9 10 11 2 13 14
No.

Copies) Probability ‘Copi Copies'Copies CoplesiCopies. Copies|

(Event)
9 0.05 (1} 2s 50 75 100 | 125
10 0.1 10 0 2s 50 75 100
11 015 20 10 0 25 50 7s
12 03 30 20 10 0 25 50
13 02s 40 30 20 10 0 25
14 0.15 S0 40 30 20 10 0

Now by multiplying the probability of every state of
nature with appropriate loss value and adding the resultant
product, one can calculate the Expected Opportunity Loss
(EOL). For example, for holding a stock of 10 copies, we
get the following result:

EOL=005x0+0.1 x 10 +0.15 x 20 + 0.30 x 30 + 0.25
x40+ 0.15x 50

=0+1+3+9+10+750=2730.50

Table 3.11 shows the EOL values for different stock
actions:

The action which will minimise c\peclc_d OPPOTunity
losses is the optimum steck action. Here this action is for
stocking of 11 copies every day. The minimum expecteq
loss will be T17 5 at this point.

Example 15: Your Company manufactures goods for a
market 1n which the technology of the products g
changing rmapidly. The research and ‘dC\'Elﬁpmgn‘
dcpartm‘_em has produced a new pmduc! w ?uch appears o
have potential for commercial cxplo_ltnuon. A further
60000 is required for development testing.

The Company has 100 customers and each customer mighy
purchase. at the most, one unit of the product. Markeq
research suggests a selling prce of 6000 for each unjy
with total vanable costs of manufactuning and selling
estimated at T2000 for each unit. As a result of previous
expencnce of this type of market, it has been possible (g
derive a probability distribution relating to the proportion
of customers who wall buy the product, as follows:

Table 3.12
Proportion of Customers | Probability
001 0.1
008 0.1
0.12 0.2
0.16 04
020 0.2

Determine the expected opportunity losses, given no
further information than that stated above and state,
whether or not. the company should develop the product

Solution: Let p denotes the proportion of customers who
purchase the new product, and now the conditional prefit
will be calculated as follows:
CP =3(6000 — 2000) (p x 100) — 60000

=T1000 (400p — 60)

The conditional profit table can now be constructed as follows:
Table 3.13: Conditional Profit Table

State of Alternative Actions
ﬂ,r:;"r‘:l':n of | Probability| Do not D;vzlop(:\.) Devel:p(.\l)
Customers)
0.4 0.1 0 — 44000
0.08 01 0 = 28000
0.12 02 0 — 12000
0.16 04 0 4000
0.20 02 0 20000

Table 3.14: Opportunity Loss Table

Proportion of Alternative Actions
Table 3.11: Expected Loss Table (%) Customers | robability| Do not D;velonm.l De\'c!:pmz}
Possible Possible Stock Action (Alternative)
Demand S [ 2] 3]s 004 0.1 0 “?x)nn
(No. of 1, bability] o2 g'; g ﬁom
Copies) ies/Copies/Copies| .12
lg‘?m" CopiesiCopies Copies|Copies{Copies/Cop 0.16 0.4 4000 0
9 0.05 of 128 25 375 5| 635 0.20 0.2 20000 0
75 10|
' > ; l_f zf, 3.,f 75| 11.25 EOL (A ) = 0 4 (4000) + 0.2(20000) = 5600
Il; (:_;l'!s 9 6 3 ) a 75 15 EOL (A;) = 0.1 (44000) + 0.1(28000) + 0.2(12000)
.- 3 %
13 025 1o 75 5| 25 o 625 3600 B
14 0.15 75 6 45 3 15 0 Since A, gives the lower EOL of 25600, the best decision
EOL (T) 305 2225 175 18 29| 48.75 is not to develop the product
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Decis
1.5 Expected Value of P
fnfomaﬁon (EVPI) exfext

The criterion for dzcision making under risk for each state
f pature is combined \\.ﬂ..h Its probability of occurrence
4 somehow. the decision maker is able 1o acquire
ect (COmp]ele_ and accurate) information regarding the
occl-l"‘"n“ of vanous states of nargre.

en he will be successful in selecting the course of action
hat yielding the expected payoff for whatever may be the
cate of natre that ;?cmall_v akes place. The maximum
gmount of monz) which the decision maker has 1o pay in
m:quiriﬂf-' additonal mfomﬁon about the occurrence of
various S@ates of nature prior reaching to a decision is
,-cprcsf“‘e‘i by Expected \_r'al.uc of Perfect Information
(EVFD). Mathematical description is as follows:

gvPl = Expected profit (or value) with perfect
information under ceruinty — Expected profit
without perfect information

VPl =EPPI- EMV*

Where, EPPI = Expected profit (or value) with perfect
information under certainty

EMV* = Maximum expectzd monetary value.

Example 16: Let consider the three acts A, B and C and
states of nature X. Y and Z The payoffs are shown in

table below:

Pay-off (in ?)

Acts
Al BJ|C
X201 -50 | 200
States of Nature | Y | 200 | 100 | -50
Z | 400 | 600 | 300

The probabilities of X. Y and Z are 03, 05 and 02
respectively. Compute the EMV for above data and also
find the best act. Determine the expected value of perfect
information (EVPI) also.

Solution: The EMV for each act can be computed as

following:

=-20x03+200%x05+400x02=-6+100+80=
2174
B=-50x03-100x05+600x02=-15-50+120=
155

C =200 x0.3 - 50 x 0.5 + 300 x 02 =60-25 + 60 =195

Hence act A should be chosen because EMV for this act is
maximum.

Pay-off (in ¥)
Acts Max. for,
- (Max. pay-off)
Probability] A | B | C it::;:  (prob)
State of 03 |20 sonoo| 200 |200x03=60
nature [y| (05  [200-100-50 200 [200x05=100
Z 02 100 6001300 600 1600 x02=120

Total 280

—

Now EVPI = EPPI - EMV = 280 — 174 = 106.

MIET
LEVLFRILTE 145

Example 17: The selling of newspapers during ofT peak
uses under the employment

hours are allowed on b
vendor purchases th=

romotion mmed. The

:C“’Spapcn fnuimmm of 25 paisa per copy and sells them
al the rate of 40 paisa per copy. Unscld copres of
newspaper are dead loss. The ngmbcn of copies
demanded have the following probability as calculated by
vendor:

Number of Copies | 15| 16| 17 18] 19 20

Probability 00+ | 019 | 033 026 | 011 | 007 |

I) Find how many copies will the vendor order for
attaining maximum expected profit?
2) Calculate EPPL

3) The vendor wants to spend some moncy on small
market survey n order to obtain extra informanon

regarding demand levels. Dﬂt_zrminc how much
money should he/she spend on this sarvey”?

Solution: One can compute the conditional profit values
for each action event combination using the above data.
Let represent conditional profit as CP. stock as S and
demand as D then we have:
(40-25) S=155,when D25
CP_[ 40D-25S, whenD<S.

The conditional profit matrix can be computed as shown in

table 3.15:
Table 1.15: Canditional Profit Tahle

Demand | Probability Possible Stock Action (Alternative}

(Event)|  (A) 15 16 17 18 19 20
Copies | Copies | Copies | Copies | Copies | Copiss
B) (C) D) (E) (F) 1G)
15 0.04 235 | oo | 175 | 150 | 125 | 100 |
16 019 335 | 220 | 215 | 190 | 165 | 140 |
17 0.33 235 | 240 | 255 | 230 | 205 | 180 |
18 026 335 | 240 | 255 | 270 | 245 | 220
19 011 235 | 240 | 255 | 270 | 285 | 260
20 0.07 275 | 240 | 255 [ 270 | 285 | 300

For each stock action, the expected payoffs and EMV can
be determined as shown in table 3.16:

Table 3.16: Expected Profit Table

Demand |Proba Possible Stock Action (Alternative) |
(Event) |bility [ 45 [ 16 | 17 [ 18 | 19 l 0 |

(A) | Copies|Copies | Copies | Copies| Copies| Copies
(A)x(B| (A)x( | (Anx( [(A)x(E[(Arx(F| (Apx

) O D) ) ) G)
T T kS T !If

15 |o00¢| 009 | 008|007 | 006 | 005 | 00

16 |019]043 | 045 | 041 | 036 | 031 | 027

17 033|074 079 | 084 | 076 | 068 | 059

18 026 | 058 | 062 | 066 | 070 | 064 | 057

19 cll | 025 26 | 028 | 030 | 031 | 029

20 [007]016] 017 ] 018 019 | 020 | 021

EMV @) 225 | 238 | 244 | 237 | 219 | L97

1) Since the maximum expected daily profit is ¥ 2.4,
hence the vendor will order 17 copies.
2) EPPI can be determined as shown in table 3.17.

4
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Table 3.17
PayolY
Under
Event|Probability| Perfect Expected Payoff Under
Infornation Perfect Information (¥)
)
15 0.04 225 0.09
16 0.19 2.40 0.46
17 033 2.55 0.84
18 026 270 0.70
19 0.11 2.85 031
20 0.07 3.00 0.21
EPPI (Y) 2.61
Thus we have EPP] = T 2.61.
3) EVPlcan be calculated as following:

EVPI = EPPI — max EMV = R (2.61 -244)=70.17.

Therefore the vendor shou
small market survey.

Example 18:
Monday.

Id spend less than T 0.17 on

A doctor purchases a particular vaccine each
If the vaccine is not used within the week, it
becomes uscless. The vaccine costs T30 per dose and the
doctor charges 260 for the same. The doses administered
per week has the following distribution:

Doses Per Week | 20 | 25 | 40 60
No. of Weeks 5 I1I5125] 5

Draw a payoff matrix, obtain a regret matrix and
determine the optimal number of doses the doctor should
buy. Also find the value of EVPI.
Solution: Total number of weeks =5 + 15 + 254+5=50
Profit per dose = 60 — 30 = 30
Loss per unused dose = 30

tive Techniques for Decision ang) AUG

of 40 doses glt;flcs C;hclhlghc“ EMy of
timal act for the doctor woylqg be

- k_ [0
f the vaccine per wee

As the purchase
7810, hence OP
purchase 40 doses O

follows:

calculated as

Ly cm‘-o':l,:;l' for the 17 state of nature S, = 600, P(S)) =0,
Best pay {F for the 2" state of nature S; =750, P(Sy) = ¢ 5 -
Bt Py e for the 3™ state of nature Sy = 1200, P(s,)_ 0s
BB:: li::;-cff for the 4™ state of nature S, = 1800, P(S)= ¢ |

- 0.1 +750 % 03+ 1200 x 0.5 + 1800 x ¢,
E""‘:;‘(‘,"l"w+6oo+ 180 = 1065

EVPI = EPPI-EMV of Best Act
= 1065 — 810 =255

: A doctor purchases a particular medicipe
E::;Z;'zflzach week. _'l:he mcfiicipc must be used Wiu:;:
the week following, failing which it becomes useless. The
cost of medicine is T2 per dose and the doctor charges 74
per dose. In the past 50 weeks, the records of y. o
medicine are as follows:

Dose Per Week | 20 | 25 | 40 | 60
No. of Weeks 5 15| 25 s

Calculate:

i) Expected monetary value

ii) Expected opportunity loss ) -
iii) Expected values of perfect information

Solution: Total number of weeks = 50
Profit perdose =4 -2=2
Loss per unused dose =2

Doses |Probability Act (Profit)
The Payoff and regret matrix is constructed as follows: I:er Stock 20 Sttt;cke:S Sll(;;sk e:o Stock 60
Table 3.18: Payoff /Regret Matrix Week Doses os Doses
Doses |Probability Act (Profit) 5 i:O.I % 30 g -
ey Stock 20| Stock 25 Stock 40| Stock 60 50
Week Doses Doses Doses Doses T
> - ' 25 | —=03 40 50 20 20
2 50" | 600 | 4s0 o | -600 50
25 13 03 25 —0.5 s0 %0 o
50 600 750 +300 | -300 0 | 35=0 40
25
40 3-% | 600 750 1200 | 600 60 ?56 =01 | 40 % - -
5
601 57" | 600 | 750 | 1200 | 1800

Expected Monetary Value (EMV) can now be calculated

as follows:

EMYV (20) = 600 x 0.1 + 600 x 0.3 + 600 x 0.5 + 600 x 0.1
=60 + 180 + 300 + 60 = 600

EMYV (25)=450x%x0.] + 750 x 0.3 + 750 x 0.5 + 750 x 0.1
=45+225+375+75=720
EMV (40) =0 x 0.1 + 300 x 0.3 + 1200 x 0.5 + 1200 x 0.1
=90+ 600+ 120 =810
EMYV (60) = —600 x 0.1 — 300 x 0.3 + 600 x 0.5 + 1800 x
0.1
=—-60-90+ 300+ 180=230

i) The Expected Monetary Value (EMV): Calculation
of EMV is as below:

EMY (20) =40 x 0.1 + 40 x 0.3 + 40 x 0.5 + 40 x 0.1
=4+12+20+4=40

EMV (25)=30x 0.1 + 50 x 0.3 + 50 x 0.5 + 50 x 0.1
=3+4+15+25+5=48

EMV (40) =0x 0.1 + 20 x 0.3 + 80 x 0.5 + 80 x 0.1
=6+40+8=54

EMYV (60) =-40x 0.1 - 20 x 0.3 4+ 40 x 0.5 + 120x
0.1

=4-6+20+12=22
Hence EMV (Max) = 54 for 40 doses.

~

!
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d Opportuni L
Expected Upportunity Loss (EOL): Calcylation of 2) Pre-posterior Analysis: Before the selection of the

i) o .
OL is as below: ' A
_/E-—-m sample for additional informauon., the assessment of
E___—‘——éﬂ_l‘"_“) the expected value of sample information contrary 10
'T"k '&::0 Stock 25 | Stock 40 [ Stock 60 the expected value of present informauon s the
Week | | 06 | Doses | Doses | Doses procedure of pre-posterior analysis. The revision of
20 -2'=0-| 0 probabilities using Baye's pnnciple 1s iqclu_dcd in this
p 30 9 40 80 analysis. Hence. pre-posterior analysis includes a
/;:—_ 15 _p3 , decision after the revision of the probabiliues.
_‘,,_.--«io ° y % 70 3) Posterior Analysis: If additional information i_s to be
B_os obtained and high EVPI is for prior analysis then
40 50 %0 30 0 40 these probabilities are revised on the basis of this
= | 4y additional information.
60 | 50 80 - <
| | 50 70 40 0 Application of Bayes' theorem of probability hclg: in
: i i babilities.  Thus, ese
The Expected opportunity Loss (E computing  revised  pro . us,
computed - t)j SS (EOL) can now be prnbabtlltlcﬁ are known as POS(CT.IOT Pmbabﬂ]t]cs_
EOL (20) _=;) : 361:81 i) x03+40x0.5+80x0.] Utilising these posterior probabilities in the further
25 _ 10 x 0.1 =3l analysis of the problem yiclds new expected payoﬁ'_s.
EOL (25) = I +x15. ;0 ;30.3 +30x054+70x0.1 The revision of the analysis of the problem 1s
= +7= A 5
EOL (40) =40 x 0.1 +30x 0.3+ 0 x 0.5 +40 x 0,1 posterior analysis.
=4+9+4=17 Likelihood of occurrence that is an event will occur
EOL (60)=80x0.1 +70x0.3+40x05+0x0.] when given that a related event has occurred earlier is
=8+21+12=4| measured by posterior probability. This is known as
Hence EOL (Min) = 17 for 40 doses. prior probability, which is the modlﬁ.c('i version of
" v . original probability or the probability WIlhOl:ll
jiiy Expected Values of Perfect Information (EVPI): additional information. Bayes' theorem is used in
Calculation of EVPI is as below: calculating Posterior probability.
Best pay-off for the 1" state of nature S, =40, P(S) =0.1 _ N
nd In finance, common application of postenor probability
Best pay-off for the 2" state of nature S, = 50, P(S2) i financial modelling of stock portfolios. In the
=02 . calculation of the posterior probability two dependent
Bestspa)' -off for the 3" state of nature S, = 80, P(S3) events under conditional probability are examined.
=0.
Best pay-off for the 4" state of nature S, = 120, P(54) By using Bayes' theorem, posterior probability P
=0.1 (AIB) can be calculated. Let ‘A’ be the object event
_ and P (A) be the prior probability. Second event ‘B’
BEEL = :0 0.1 # 50 03+ B0 %05+ 120x0.1 being dependent or it is related to event *A’ thus its
=4+15+40+12=71 probability is P (B)
EVPI = EPPI -EMV of bestact=71-54 =17 . i
Loss per unused dose = 2 Suppose l.tzal'thc likelihood of occwrence of event "B’,
given that *A’ occurs, then probability will be P (BIA).
3.1.7.6. Bayesian Analysis Difference  between Decision Making under

Acgo.rding to the Bayesian rule of decision theory, the Uncertainty and Risk
dcgmon maker selects a course of action with the help of Table 3.19 shows the difference between Decision
rational basis by adopting personal evaluation of Making under Uncertainty and Risk:

probability based on experience, past performance, Table 3.19: Difference between Decision Making under
judgment etc. Applying Baye's principle in the problem Uncertainty and Risk ‘ ¢
of Statistical decision probabilities are assigned to each Basis Decision Under Risk Dedision Under
state of nature by the decision maker. The strength of the Uncertainty
decision maker is represented by these probabilities in his Meaning The probability of|{Uncerainty implies a
belief, that is a biased evaluation as regards to the winning or losing|situation whﬂt the
possibility of the occurrence of the various states of something worthy is|future events arc nol
nature. Baye's principle must be used in phases after the known as risk. known.
determination of probabilities. The three phases are: Ascertainment|It can be measured It cannot be measured.
1) Prior Analysis: Prior analysis is the method of utilising Outcome Chances of outcomes|The  outcome is
the former probabilities where a decision maker assigns are known. unknown.
probabilities o various events and a subjective Control Controllable Uncontrollable
evaluation of the possibility of occurrence of the various Minimization |Yes No
slates are based on the experience of past performance. Probabilities |Assigned Not assigned
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Exnr.nplc 20: A company is introducing a new product and
considenng it in cxisting product runge. The decision is
based on two levels of sales ‘high® and “low' and the
chances of each market level with its cost and
corresponding profits or losses are also eslimuu.;d The
information regarding this is shown in ‘

table below:
Courses of
Action
Sta S
N.':: r:f Probabitity Market Not to Market
Product Product (T'000)
(X'000)
Iligh Sales 0.3 150 0
Low Sales 0.7 —40 0

The marketing manager of a company Proposes a market
n:s&I:arCh survey in order ta attain extra information over
whlch all decisions are based. On Past experience with a
, Certaun market research organisation, the marketing manager
assesses 1ts ability to give good inf

| ormution in the light of
subsequent actual sales achievements

as follows:
Market Research Survey Actual Sales

Outcome h::irket Market
‘High” ‘Low"

‘High"* Sales Forecast 0.5 0.1

Indecisive Survey Report 0.3 0:4

‘Low’ Sales Forecast 0.2 05

Giv

en that to undertake the market research survey will
cost fZ_0.000. State whether or not there is a case for
employing the market research organisation,

Solution: The Expected Monetary Value (EMV) for each
course of action is given in table 3.20:

Table 3.20

Courses of Action Expected Profit
States (X'000)
of |Probability| Market Not Market Not
Nature Product | Market | Product | Market
Product Product
High 0.3 150 0 45 0
Sales
Low 0.7 =40 0 -28 0
Sales
EMV 17 0

With no additional information, the company selects a course
of action ‘market product’. But. if the company had the perfect
information about ‘low sales’, then it would not go ahead
because the expected value is — 728,000. Thus, the value of
perfect information is the expected value of low sales.

Let the states of nature be:
O, = high sales, O, = indecisive report, O; = low sales

Courses of action are;
S, = high market, S, = low market

The computations of prior probabilities of forecast are
shown in table 3.21:
Table 3.21
Sales Production
Market ‘High’ (S;)[Market ‘Low’ (S,)
P(O,/S) =05 P(0,/S;) = 0.1
P(0,/S,) =03 P(0,/S,) =04
P(OJS) =02 P(OyS.) =0.5

[ States of Nature O,

High Sales (O))
Indecisive Repart (O,)
[l_.ow Sales (0)

¥

Quantitative Techmques for Decision Maklng) AUe

, . additional information, the company ¢
With: this aulcomt probabilities 1o determine
lhcbgpifll;ig These can also be used 1o re-calc
prof S

h imal course of action
brain the opumﬂ
EMYV and o ©

additional information.
udditicnd 3: Calculation of Revised Probabilitles givep,
Table Jan Sales Torecast

an l’evi“
PU“CnOr
ulale lhc
Eiven u'lc

the

States of I;,ﬂ:_rm! Wm
Probabi . S, :
S P(0,/S)) =05 0.15 _ ___f)\
HighSales | POSSN=03 | - i .
P(OyS)) = 0.2 - = | os
P(Opfsﬂ =01 GU? = —~:\
LowSales | P(0y/S2 =04 _ 628 -
LPLOJS«_\:O.S _— _ 0.35
Marginal Probability 022 037 @

The posterior probnbiljlies of actual sales given (he saleg

forecast are:

P(S)) P(O,/S)) _ 0.3x0.5
P(O,) 0.22

Similarly, P(5//02) = 0.243, P(§//0) = 0.146, P(Sy0,) =
0.318, P(S2/0,) = 0.756, P(S,/03) = 0.853,

P(S,/0)) = =0.68

Now for each outcome, the revised probabilities are used 1,
determine the net expected value if the additional informatigy
is supplied by the outcome as shown in table 3.23:

Table 3.23
Sales MTorecast
States of Revised High Indeclsive Low
Nature Conditional (Prob.| EV |Prob.| EV |Prob] Ry
Actual | "o 6t Q @ @
Sales FEe)
High 130 0.681] BR.66] 0.243] 31.59 0& 18.9%
Low —60 0.318|-19.08] 0.756| 45.36|0.853|-5] |l
Expected value of sale 6958 -13.77 -32.20
[orecast
Probability of] 022 0.37 041
loccurrence
Net expected  value 15.279 -5.095 13.22
(Expected  value X
Prob.)

Example 21: A Company receives shipments of certain
items. It should decide whether o accept or reject the
shipment, on the basis of inspection of a sample selected
from the shipment. From the past experience, it is known
that the percentage of defective items in a batch of

shipment is either 0. 2 or 5, the probabilities for which are
0.5, 0.3 and 0.2 respectively,

The company can accept only those batches which have no
defect. The cost of rejecting a good batch, i.c.. batch with

no defect is ¥ 200. The cost of accepting a defective batch
is T 600.

A sample of 10 items has been selected from the shipment
and two items are found to be defective. The conditional
probabilities of getting 2 defectives in a sample of 10
items from a batch of 0%, 2% and 5% defectives are
calculated as 0.083, 0.185 and 0.265 respectively.
Determine whether the shipment should be accepted.




V

DCﬂSinn and Game Theonies (Upjg 3
olutio”: The following table summarizes th
s the

- formation: given

1 N ey
/ﬂ"ﬂ"(;lﬂ Pdor | Condiir T———
Stﬂurcctlml Probabillt p‘"‘d'“"nnl Action (Cost
gecives) Peobabilly | erababiy |

0 0.5 o0 Accept | Refect
— | 03 ﬁ“ﬁn—“’g—-q¢ 200

0.2 ' 600 0
2 0.265 !Tnu 0

irst the postcrior probabilities gre calculated. The
computatons iven ;
nccﬁsﬁr}_’.———p— are E‘Vm_llhc table below:

——| Prior Conditional
State nal | Jolnt Posteri
probability | Probabilty | Probabily | Probabity
(1) (2) Mx@)=| =)+
e T 3) 0.15
o |02 0.083 0.0415 0.277
2 | e : 0.0555 0170
—=z | 02 0.265 :
- 0.1500

- E; (accept) = 0.277 x 0 + 0.370 x 600 + 03
- 24338 S Hi

E, (reject) = 0.277 x 200 +0.370x 0 + 0.353 x 0 = 355.40

Since Ez results in lower cosl, the company should reject
the shipment.

3.27"DECISION TREES

3.2.1. Introduction

The graphic representation of the decision-making process
that signifies decision alternafives, states of nature,
pmbabiliu'es assigned to the states of nature and
provisional profits and losses is termed as decision tree.

It is one of the instruments that represent pictorial
presentation of sequential and multi-dimensional form of a
specific decision problem for analysing and evaluating it
efficiently. The decision tree consists of nodes and
branches. There are of two Lypes of nodes, decision node
and chance node. Course of action (or strategies) originate
from the decision nodes as the main branches. There is a
chance node at the closing of each main branch. Chance
events in the form of sub branches emanates from the
chance nodes. Sub branches display the various payoffs
and the probabilities associated with alternative courses
and the chance events. The expected value of the outcome
is shown at the terminal of the sub branches.

Figure 3.3 Decislon Tree

payoval uiod
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For example, the figure 3.3 represents the decision tree.
Here A,, Ay Ay, Ay represent srategics and Ey. Ex E,
represent events. OQutcomes are represented by Oy, O
03, 02,0401

When there are multistage situations then a decision tree 1S
extremely useful to the decision maker, because it qulvc
a series of decisions which are dependent on the previous
one. The general approach is apphicable in the analysis of
the decision tree which works in backward. through the
tree from nght to left by computing the expected value of
each chance node. Then the particular branch 18 chu«en‘by
leaving a decision node. leading to the chance node having
highest expected value. It is also known as roll back or
fold back process.

3.2.2. Steps in Decision Tree Analysis
The steps involved in decision tree analysis are shown in

figure 3.4. .
Step 1) Systematic identification of the points for
decision and the alternative course of action at

each decision point.

Step 2) Determination of the probabilities and Rnyqffs at
each and every point that is associated with it

Step 3) Computation of the expected payoffs (EMV) for
each course of action starting from the extreme

right end.

Step 4) Course of action yielding the best payoff for
every particular decision should be selected.

Step 5) Proceed backwards to the next stage of decision
points.

Step 6) Unless the first decision point has reached, above
steps should not be repeated.

Step 7) Considering the whole situation, the final
identification of the course of action is suitable
from the beginning to the end for different
possible outcomes.

Identify alternative courses of acuion

¥

Determine the probability and the payaff associated

v

Compute expected pay-offs

*

| > Choose the course of acucn

2

=N

5 ¥

3 Proceed backwards tw the next stage of decision pownts
=

v

Identify the course of acuon 1o be adapted from the
beginning 10 the end under different possible outcomes

Y

Implement the chosen alternative

Figure 3.4 Steps In Decision Tree Analysis
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3.2.3. Advantages of Decision Tree
) Structuring the process of decision and helping to take
decisions in an organised, systematic and sequential way.

2) The decision maker requires to scrutinise al] possible
outcomes either desirable or undesirable.

3) The decision making process is communicated to
others in a simple and clear manner by demonstrating
every assumption about the future,

4) Logic_'al relationship between the parts of the complex
deqs:on is displayed, and identification of the time
series under which varioys actions and successive
events may occur is known,

5) It i_s very useful in the situations where successive
decisions are affected by the initial decision and its
_outcomc.. It can be used in various fields like,
mtrfx_jucmg 2 new product, marketing, make or buy
decisions, investment decisions etc.

3.2.4. Disadvantages of Decision Tree

1) Due lq an increase in the number of decision
alternatives and introduction of more variable,
decision tree diagrams become more complex.

2) Due to the simultaneous presence of interdependent
alternatives and dependent variables in the problem, it
becomes highly complex.

3) Itassumes that utility of money is linear.

4) The solution of an average value is yielded when the
problem is analysed in terms of expected values.

5) Discrepancy is often found in assigning the
probabilities for different events.

3.2.5. Applications of Decision Tree

The following are some general uses of tree-bused analysis:

1) Segmentation: Recognise people who want to be
members of a specific class.

2) Stratification: Assign cases into one of different
categories, like high, medium, and low-risk groups.

3) Prediction: Creating rules and using them to predict
future events.

Prediction can also mean attempts to relate predictive
attributes to values of a continuous variable.

4) Data Reduction and Variable Screening: Select a
useful subset of predictors from a large set of variables
for use in building a formal parametric model.

5) Interaction Identification: Identify relationships that
relate only to particular subgroups and specify these
in a formal parametric model.

Example 22: A firm owner is seriously considering of
drilling a farm well. In the past, only 70% of wells drilled
were successful at 200 feet of depth in the area. Moreover
on finding no water at 200ft., some persons drilled it
further upto 250ft but only 20% struck water at 250ft. The
prevailing cost of drilling is ¥ 50 per foot. The farm owner
has estimated that in case he does not get his own wells he
will have to pay T 15,000 over the next 10 years, in PV
term, to buy water from the neighbor,

AUc

The following decisions €an be optimal,
1) Do not drill any well

. 200ft and .
2) Drillupto is found at 200ft. drill further up o 250
3) If no water fL

Draw an appropriate dccisios tree and t:lieterrmnc the farm
owner's strategy under EM.V. approach.

Solution: Figure 3.5 represents the decision tree diagram,
for the problem.

No water

15000 + 250 0
=27500

250 x50 = 12500

15000 + 10000 = 25000

200 x 50 = 10000
Figure 3.5: Decision Tree
At D, point
Decision:  a) drill upto 250feet  b) Do not dril]

Event: a) No water b) Water
Probabilities are 0.2, 0.8

EMYV for drll upto 250 feet = (12500 x 0.2) + (27500 x
0.8) = 24500

EMY for do not drill = 25000 (from the tree)

EMV is smaller for the act drill up to 250 feet. So it is
optimal act.

At D, point
The decisions are drill upto 200 feet and do not drill.

Events are same as those of D; point.

Probabilities are 0.7, 0.3.

EMV for drill upto 200 feet = (10000 x 0.7) + (24500 x
0.3) = 14350

EMV for do not drill = 15,000 from the tree.

The optimal decision is drill upto 200 feet (as the EMV is
small),

Therefore Combining D, and D, the optimal strategy is to
drill the well upto 200 feet and if no water is struck, then
further drill it upto 250 feet.

Example 23: A large steel manufacturing company has
three options with regard to production:

1) Produce 2) Build pilot  3) Stop
commercially plant producing
steel.

The management has estimated that their pilot plant, if
built, has 0.8 chance of high yield and 0.2 chance of low
yield. If the pilot plant does show a high yield,
management assigns a probability of 0.75 that _LhC
commercial plant will also have a high yield. If the pilot
plant shows a low yield, there is only a 0.1 chance that the
commercial plant will show a high yield. Finally,
management's best assessment of the yield on 2
commercial-size plant without building a pilot plant first
has a 0.6 chance of high yield. A pilot plant will cost
¥3,00,000. The profits earned under high and low yield
conditions  are ¥1,20,00,000 and - 12,00

respectively. Find the optimum decision for the company-

(Quantilative Techniques for Decision Making) '
cr

-



e

on and Game Theories (Unit 3)
DcCL

sOlﬂtio

Produce Commercially

High Yield
0.8

Build
Pilot Plant

Cost = 3,00,000

Low Yield
Stop

02  Produce Commercially
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n: Figure 3.6 represents the decision tree diagram for the problem.

High
€1,20.00,000
High
Low £1.20,00.000

025 Low
~212,00,000

High
¥1,20,00.000

Low
—212.00,000

Figure 3.6: Decision Tree

gMV of chance node C =% [0.75 x 1, 20, 00,000 - 0.25 x
12, 00,0001 =% [90, 00,000 - 3, 00,000] = T 87, 00,000.
MV of chance node D =¥ [0.1 x 1, 20, 00,000 - 0.9 x
12, 00,000] =X [12, 00,000 - 10, 80,000] = ¥ 1, 20,000.
EMV of decision node 2 = T 87, 00,000.

EM V of decision node 3=%1,20,000.

EMYV of chance node A = T [0.8 x 87, 00,000 - 0.2 x 1,
20,000] = [69, 60,000 - 24,000] =% 69, 36,000.

EMV of decision node 1 if pilot plant is built = T 69,
36,000 — T3, 00,000 = X 66, 36,000.

EMV of chance node B =2 (0.6 x 1, 20, 00,000 - 0.4 x
12, 00,000]= ¥ [72, 00,000 - 4, 80,000] = T 67, 20,000.
EMV of decision node 1 for altemnative ‘produce
commercially’ = ¥ 67, 20,000.

. The company should not build the pilot plant but should
produce commercially.

Example 24: Amar Company is currently working with
processes, which after paying for materials, labour, etc.,
brings profit of ¥12,000.

The following alternatives are made available to the

company:

1)) The company can conduct research (R;) which is
expected to cost 310,000 having 90% changes of
success. If it proves a success, the company gets a
gross income of 25,000.

2) The company can conduct research (Ra). which is

expected to cost 8,000 having 2 probability of 60%
success, the gross income will be ¥25,000.

3) The company can pay 6,000 as royalty for a new
process which will bring a gross income of 20,000.

4) The company continues the current process.

Because of limited resources, it is assumed that only one
of the two types of research can be carried out at a time.
Use decision tree analysis to locate the optimal strategy for
the company.

n the problem, we can

. the data given i
Solution: As per : figure 3.7, to calculate

draw the decision tree as shown in
EMV (Expected Monetary Value).

Decisions | Events Probability| Income Income
(Gross) (Expected)
Success 09 25.000
Conducting o 22,500 - 10,000 =
R, No 0.1 12,500 (EMV)
success
Success 0.6 25,000 £.000
Conducting 3 15,000 — 8, =
R, |Feilue| 04 0 7.000 (EMV)
Pay royalty - 1.0 20.000 | 20,000-6,000=
14,000 (EMV)
Continue - 1.0 12,000 12.000 (EMV)

As the EMV of pay royalty is the highest (i.e., 314,000),
this is the optional decision.

06

Choose risky contract

Diversified portfolio

Figure 3.7

Successful 25,000

Conducting R1
Unsuccessful

onducting R2

20,000

Figure 3.8
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Example 25:

due to cenain constraints. He can

probability of success of A 15 0.6 w
l bath retum nothing i
| completion of B will

; an undertake only one
A person has two independent investment — A and B nVujlablc.lo hm} bu::lc fhc ; .
choose A first and then stop or if A is successillh

; initial capital outlay of 21 000
hile for B 1t is 0.4. Both the investments fc‘:l‘-"rc an u;l-:g:)()op(ovcr cos‘jlf) and ?uc ‘nnd
f the venture is unsuccessful. Successful completion A will retum € =4 ces

; trategy.
return 24,000 (over cost). Draw decision tree and determine the best strategy

yve Techniques [or Decision Makmg) AUg

U lime

n ke B or vice very, Th
* The

sfy|

Solution: The decision tree for this problem is shown in figure 3.9:

1op

Success (0 4)

Failure (0.4)

Table 3.24 shows the determination of best strategy:
Table 3.24: Evaluation of Decision and Chance Nodes

Decision |Outcome Probability| Conditional Expected
Polnt Value () Value
1) icccrnt Success (0.6 20,000 12,000
Failure (0.4 -10,000 —4,000
D, 8.000
2) Stp |- — - 0
1) Accept |Success (0.5 24,000 9,600
B
Failure 0.6 -10,000 —6,000
D, 3,600
2) Stwp |- - - 0
1) Accept |Success (0.6 20,000 + 14,160
A 3,600
Failure (0.4 —10,000 —4,000
10,160
D,|2) Accept [Success [0.4 24,000 + 12,800
B 8.000
Failure |0.6 -10,000 —6,000
6,800
3) Do - - = Y
nothin
Ll

From above it is shown that the EMYV is the largest at node
1, thus initially the course of action A is to be accepted by
best strategy at node D; and in case A is successful, then it
accept course of action B.

Success (U.B)

Failure (0.4)

Stop
Figure 3.9: Decision Tree

- GAME THEORY :

3.3.1. Concept

When two or more rational opponents are engaged under g
situation of conflict and competition, then in this condition, the
study of decision-making is known as Game Theory, In
addition, one can say that a strategic decision-making is calleg
as game theory. In other words, game theory is (he
“collaboration between intelligent rational decision-makers and
mathematical model of conflicts”. To find out the guidelines of
rational behaviour in the game conditions is the main objective
of the game theory. In this action, interdependent players define
the outcomes. Generally., economics, political science,
psychology, logic and biology use the concept of game theory.

3.3.2. Game

In a contest of game, there are more than one decision makers
and every decision maker wishes 1o win. In a game theory,
more than two persons perform an action on the basis of
some set of instructions (rules) and at the end of the game
every person gets few advantages or satisfaction or undergo
with some losses. Under some pre-determined conditions
when two or more parties are playing in a conflict sitwation,
then it is characterised as a Game.

Characteristics of a Game

A competilive condition is known as Game when it
satisfies the following properties:

1) Finite: There are a finite number of participants or
competitors.
i) In case of two competitors, it is known as two
person game.

ii) When number of competitors are more than two
then it is known as n-person game.
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geries of Plons: Every compeijior s of
2) of possible courses of action (group of llulll;::, nun;‘pn
have vanous chnices (o perform his s) which

\ appropria
actions, YEl EVETY competitor's course I;Ff' Lilc
s not the same. clion

3) Conflict of Interests: Between
are conflict of interests.

Well Known: All particj
rules. From the available |
select a single course of
the game.

€ participants there
9 pants know the principle
st 9[ Courses, when players
action, then they can play

5) Choices: Before selecting the course of action, no

competitor knows the opponent's choice, because it is
assumed that all the participants' choices are done
simultaneously.

¢) Outcome: The outcome of all specific set of
choices by all the competitors is known in advance
and defined numerically, The outcome of all
combinations results in a gain to each player
(posilive, negative or zero). The negative gain is
considered as a loss.

3.3.3. Competitive Situations

When two or more competitors (with different interests)
have the dependent actions (such as one competitor action
depends upon the other competitor action) then this
condition is known as competitive situation. When
competitors try to resolve the conflict of interest in their
favour with a competitive situation and every competitor
acts in a rational manner then this competitive situation is
known as competitive game. Game theory deals with the
decision-making under uncertainty (known as competitive
situation).

There are three categories in which all the decision-
making conditions exist:

1) Decision-making under certainty,

2) Decision-making under risk, and

3) Decision-making under uncertainty.

Figure 3.10 shows all the probabilities of decision-making
under uncertainty:

Decision-Making
v v
Under  Under risk Under uncertinty
Ceruinty ) |
v ' Y
Non-competitive situation Competitive siruntions
{Games Theory)
[
v v
Pure strategy Mixed strategy
(saddle point exlsts) L
v v v
2 x 2 stralegies game 2xmor m X n stmlegies game
n x 2 strotegies game .
v v Y
Arithmetic met!  Graphical method ~ Linear programming method
Figure 3.10
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2)

3)

4)

3)

7

8)

Terminology of Game

Sum of Gains and Losses: A game is said 1o be 2
zero-sum game if gains of one competitor is exactly
equal 1o the losses of other competors. In this case.
gains and losses are equal to the zero If the sum of
gains and losses are not equal 1o 7¢m then the game i3
known as non-sum 2ero game

Chance of Strategy: When activities are measured by
skills in a game then it 1s known as game pf strategy. If
the strategies are measured by chance then itis known as
game of chance So, one can say that a game stralegy can
be measured by chance as well as by skill

Number of Players: In a game. decision is taken by a
compelitor also known as an agent. A game 15 known
as two person game if there are Iwo compelltors,
involved in the game, then it is known as “n° person
game (two or more than (wo competitors involved)
Number of Activities: Finite and infinite numbers of
activities are involved.

Number of Alternatives (choices) Available to cach
Person: If finite numbers of activities (have finite
number of alternatives) are involved in a game then
the game is known as finite game else infinite.

PayolT: A payoff is a measure of satisfaction, which a
competitor gets at the end of the game. In the game, it
is an actual valued function of variables. Assume, if
player P, have v, payoff, then:

1 €i<n, in an n-person game and

UZ.:"

i

=o.tbenmegamcislcmwnasamo—smngarm.

Fair Game: A game is known as fair game if
maximum value = minimum value = 0.
Saddle Point: In a payoff matrix, a saddle point is the

one which is the greatest value in its column and
lowest value in its row,

3.3.5. Assumptions of Game

)
2)
3)
4)

3)

9)

Every competitor has a limited s=t of possible course
of approaches and actions.

Total number of participants is known before staning
the competition.

Every participant wants to minimise the losses and
maximise the gains.

In the absence of direct communication, individual
participant take his decisions.

One competitor (say A) gains or another competitor
(say B) losses and vice versa.

Competitions are rational and intelligent.

Every competitor takes individual decision.

Every competition’s solution depends on the
strategies, which are followed by the competitors, as it

is mandatory that every competitor has the perfect
knowledge of the game.

For every competitor, decision of the game can be
positive, negative or zero.
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10) For the different Courses of the com
{Paymenis 10 be made in settlement
predetermined fassumed)
L) Pay-off will be determu
predetermiimned ot of ryles

12) Every combination of coure o
OUlCHTTe

P<litors pay-offs
of the garmne) are

ncd on the basis of some
f acton determines an

1o cach player.
the game. every competitor’s gain and

which resulis 1n & gain
13) Before starting

loss are fixed

3.3.6. Saddle Point
A combination of strategies in which each player can find
the highest possible payofl (assumin

point  occurs
changing strategics if the other did not changes.

An element of the matnx which is both the smallest
clement in s row an

_ d the largest clement in Its column is
consider as saddle point

i In pame theory, saddie point is
considered as an equilibnum point A position in the
payoff matrix 1s called saddle point where the maximum
of row minima coincides with the minimum of the column
marima The payofl at the saddle point is called the value
of the game. If there is one saddle point then it means
there is cxistence of pure strategies. On the basis of

maximin - and  minimax concepl. we have another
classification of games:

1) 1T maxirnn value = minimax value =
said o be falr.
If maximin value = minimax value

said 1o be strictly determinable.,

0 then a game is
2) # 0 then a game is

It is possible that there may be more than one saddle point
or there might be none. If there is more than one saddle
then it means there is absence of pure strategies. A player
has the choice of adopting more than one strategies when
there are more than one saddle points. For example, let
consider the following table that shows the two-person-
zero-sum game:
Player B

B, | n, | B
A| 5 9 3

Player A Ay | 6 | =12 | -11
Ay 7 12 9

The suddle point can be calculated as below:

Row

B, B, B, Min
Ay 5 9 3 3
Az 6 -12 =11 -12

A; 12 9 7

Column Max

7 12 9

From the table, it i« ¢lear that saddle point is (A, B)).

Technigues for Decision Mihnﬁ_) AU
talne
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r of Game

3.3.7. ‘hall:lﬁ obuained by each player with the Use
Thcrnmaunl w '": mix of strategies, i-c., plays according 4,
of s 'wm?md arategy s called value of the game In
his maximin s curm BAmE with payoff matnix (a.. . e
two r’tr\"ﬂhl‘:““ determined  with the use of Maximin
payoff whic lled the lower alue of the game and iy
principle :bﬁ“ The payofl which 1s determined wih the
:mfnin;:pnmplc 15 called the upper value of (e
game and is represented by V.

. hich is determined by
The ralu; ofw imising player and minimising player.

ame lies between the lower and Upper
.I:Tuc:a::fi ir:f\::"Bbc different from the Ij‘wcr value a5 well
as from the upper value. If the game has the saddle poing
then pure strategics will be the best stralegies W_l'uch are
associated with the corresponding saddle point. The
amount at the point of intersection of pure strategies is 1he
value of the game.

For example, let consider the following payoff matrix-

Player B
B, B, [ B, l n,
Ay 1 2 3 1
Player A | A, | 3 s | s 7
Ay l 0 3 l 4 2

The saddle point and value of game can be calculated aq
follows:

Plaver B
B, B, D, B,

Rm

A | 2 3 1 1
Player A
Az @J 51517 3
As 0 3 4 2 0
Column Max
3 S 5 7

Maximin = max (1,3,0) =3,
minimax = min {3.5,5.7) =3.

Hence the value of the game = 3.

3.3.8. Strategies of Game

The strategy for a player is the list of all possible actions
(or moves or courses of action) that he will take for every
payofl (outcome) that might arise. It is ascumed t'hal L}?c
players know all the rules goveming the choices in
advance and it is represented in terms of numerical values
(e.g. money, percent of market share or utility).

It is not necessary that players have definite information
about each other strategies. The particular strategy (or
complete plan) which is used by the player to oplimis‘e h:s
gains or losses without knowing the competitor's
strategies is called optimal strategy. The expected
outcome which occurs when the player follows his/her
optimal strategy is called value of the game.
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157 of Strategies

two types of stratep;

gener Y BIs are taken by the playery
. ,g;m& pray
n

Types of Strategies

e
‘ Mired Strateqy

338.1. Pure Strategy

-« is a decision, which is used by the plz er

mp‘.lﬂjc alar course u[ action, Thcrcfore.pfury fulalfm
obj:‘—"i" of maximising gains as well as min
et € ach player must select only one
in advance. out of other available strateg

imising
lpamcular stralegy
({4 N

i h a strategy i i
pure Sralcgy is suc gy in which a player repeats
he same strategy frequently. The main aim of pure

srategy player is to maximise all gains and minimise all
losses simultancously.

33.8.2. Mixed Strategy

For winning the game if player is using more than one
qrated insmxd‘of playing with one strategy then this strategy
is known as mixed srategy. It is an activity which provides
the probabilities to determine the decision of the player.

Mixed strategic game is defined as, the selection of particular
moracljonbybuhofﬂtplaymwhhmﬁxed
Fmbabilily for parucular game. Therefore it is such a
p,oba.bilistic sguation where the main objective of the player
is to maximise gains and minimise losses by making a
solution among pure strategies with fixed probabilities.

33.83. Difference between a Pure Strategy
and a Mixed Strategy

The difference between a pure and mixed strategy is
shown in table 3.25:

Table 3.25: Pure Strategy vs. Mixed Strategy
Pure Strategy Mixed Strategy
It is the pre-determined|In mixed strategy the player decides
course of action which is|his course of al.\c':imlI
employed by the player.
The opponent is sure of|The opponent cannot be sure of the
the course of action in the|course of action in the mixed
pure strategy. strategy.
Objective of the players is|Objective of the players is o
o maximize gains or|maximize expected gains or 10
minimize losses. minimize expected losses by making
a solution amang pure strategies with
fixed probabilities.
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3.3.9. Solutions of Game

There may be games with saddle point or without saddle
point and accordingly one has strategy for a game, ie.,

1) For games with saddle point: Pure Strategy

2) For games without saddle point: Mixed Strategy

The steps to find the solution of game are shown in the
figure 3.11.

Figure 3.11: Solution of Game e

33.10. Types of Game

Games can be of several types. [mportant ones are as follows:

1) Two-Person Games and n-Person Games: When thers
are two players or competitors involved in 2 game. nis
called two-person game and when there arc n persons
involved in a game. the game is called n-peTson game.

2) Zero Sums and Non-zero Sum Game: A game where
involvement of two players occur and a gamn by one
player must be matched by a loss by another player.
Therefore, result is that the gain for one is always loss for
other. In game theory, a non-zero sum game is a game
where the aggregate of all gains and Josses berween the
people involved in the game can be greater than or less
than zero. It is necessanly not important that if there is a
gain for one other will lose the game. Therefore, it can be
said that in a game, each loss or gain of one is always
related with its corresponding gain or loss of other, so
that aggregate total always sums to zero.

3) Games of Perfect Information and Games of
Imperfect Information: In a game theory if same
strategy is accepted by either one of the player or by
his competitor, then such games are known as game
of perfect information. On the contrary, if in any
game, neither player knows the whole situation nor he
is guided about the real situation, such games are
called games of imperfect information.
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Games with Finilte, ie_, Limited Number of Moves (or
Plays) and Games with Unlimijted Number of Moves:
In games with {imited number of moves, number of
moves is limited to a fixed magnitude before game
begins but in games with unlimited number of moves, il
could be continued over an extendsd period of ume and
no limit is put on the number ol moves,

Constant-Sum Game: A constant-sum game is the
game where the sum of the Payoffs across players is a
constant, irrespecuive of the strategy chosen by the

players. A constant-sum game is a special case of
zero-sum game.

ZxZTwo-personGamesnndemnndmx?-

Gamﬁ:' The two person zero-sum game where only

two choices are open for each player are called 2 x 2.
Player B

B,

Pln)’er A 1\. 2

-~

A, 7

I'wo person games in which one of the player has
more than two choices of rows and columns and other
player has exactly two choices is referred 10 as m x 2
or 2 x m game respectively. For example, table 3.25
represents 2 x 4 and table 3.26 represents 4 x 2 game.
Table 3.25 Table 3.26

Player B Player B

[ U’F

BB B, DB, B, | B,

Player A (A, 2] 4 |-1]0 Al a | -

7

8)

Azl 3

21215 A 3 4

Player A Ay O 2

Al 2 -2

3 x 3 and Larger Games: The two person zero-sum
game of size 3 x 3 or larger or we can say that the
game in which players have three open choices are
called 3 x 3 type game and simultaneously if players
have more than three open choices to play then the
game is known as larger size. 3 x 3 and larger games
quite often present difficulties and in such situations
lincar programming as a solution method may allow
us to solve for the optimum strategies.

Negotinble (or Cooperative) and Non-negotiable
(or Non-cooperative) Games: There is no possibility
of cooperation among the players in n-person and
non-zero-sum games. According to this basis, anyone
can divide such games into two parts-first in which
players can negotiate and second in which negotiation
among players is not permitted. The former types of
games are known as negotiable games and the latter
type of games are known as non-negotiable games.

3.3.11. Advantages of Game Theory

D

2)

3).

e 3

Game theory keeps deep insight 1o few less known
aspects, which arise in situations of conflicting interests.
Game theory creates a structure for analysis of
decision-making in  various situations like
interdependence of firms etc.

For amiving at optimal strategy, game theory develops
a scientific quantitative technique for two person
zero-sum games.

~

Aue
dvantages of Game Theory

ric assumption of came U‘“’W is
knowledge abcut it com 4

dlative Techniques for Decision M“klngj

3.3.12. Disadva
1) The highly unrealis
‘ p:;lr to construct the payoff Ulor'y
and is aplc ) : : mam\
sﬂfﬁ solutions, which is not correct. ?‘hc Main faqr(?r
lL-)l'lom sny finm 18 not cxaclly aware of i com tifop
mm@ He can only make guesses about its sirae r's
- : i in and minimax clear]y,

hypothesis of matinin an early s
2) Tl;;: pl):(‘?‘«:ﬂ are not nsk jover and havc: whole knom,_.?jws
3bo 1t the strategies but the fact is that it is not POSsible e

It is totally impractical to understand that (he s .

J 1 -
) strategies followed by.' the rival player againg e,
lead to an endless chain. '
4) Most economic problems occur in the game if i

players are involved in COMPArson 10 two-perys
constant sum game, which is not easy to ““dCI'Stand
For example, the num'bcr of selle.r-s and buyers jg Quite
large in monopolistic competiion and the game
theory does not provide any .soluuon toit,
5) In real market situations, it is doubtful to find the use
of mixed strategies for making non zero-sum 2ames,

3.3.13. Applications of Game Theory

Some common applications of game theory are as follows:

1) Political Science: Application of game theory cap be
seen in various areas, where it plays an importan role.
It focuses on different areas of political science, ie.
fair division, political economy, public choje,
positive political theory, and social choice theory, |y
above mentioned such areas rescarchers have creared
such game theoretic models where players are ofteq
voters, states, special interest groups and politicians,

2) Economics and Business: Game theory is especially
used by economists for special analysis of various
cconomic phenomena, i.e., auclions, bargaining,
duopolies, fair division, oligopolies, social network
formation, and voting systems.

3) Biology: In contrast to economics, in biology the
payoffs for games are often interpreted as
corresponding to fitness. Additionally the focus has
been less on equilibrium that corresponds to a notion
of rationality, instead of those that would be
maintained by evolutionary forces. The best known
equilibrium in biology is known as the Evolutionarily

Stable Strategy or (ESS).
4) Computer Science and Logic: For computer science
and logic, game theory plays a gradual and

progressive role. Several logical theories have a basis
in game semantics. In addition, computer scientists
have used games to model interactive computations.
A theoretical basis is provided by the game theory fo
the field of multi-agent systems.

The first known use is to inform about how actual
human populations behave. Some scholars believe
that by finding the equilibriums of games they ¢
predict how actual human populations will behaVe
when confronted with situations analogous to ¢
game being studied.

P
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3.4.1. Introduction

¢ situations when l‘herc are only (wo players in th
ame and the algebraic sum of gainy 4nd Josses ':[! ﬁ
the players must be zero is called 3 Ilwo pﬂ;s.'m nr‘.:,-
sum game-_l“ other words, we can say that the ga:n of
one player is exactly equal and balanced by the loss of

other player.

For example, suppose that there are two firms A and B
jn an area. where both l"mvc been selling a competing
product for a long period in the past and arc now
engaged in struggle for a larger share of the market

Now with the total market of a Eiven size, any share of
the market gained by one firm must be lost by the other
and, therefore, the sum of the gains and losses is equal

lo zero.

3.4.2. Payoff Matrix

When players select their particular strategies then the
payolfs (a quantitative measure of satisfaction a player
gets at the end of the game) in terms of gains or losses can
be represented in the form of a matrix and it is called

payoff matrix.

The gain of one player is equal to the loss of other and vice
versa because the game is zero-sum. In other words, one
player’s payofT table would contain the same amounts as in
payofT table of other player with the sign changed. Thus it is
sufficient to construct payofT only for one of the players.

A payoff matrix may be constructed using the following
steps when a player A has m-courses of action and player
B has n-courses:

1) Row designations for each matrix are the course of
action available to A.

2) Column designations for each matrix are the course of
action available to B,

3) With a two person zero sum game, the cell entries in
B's payoff matrix will be the negative of the
corresponding entries in A's payoff matrix and the
matrices will be as shown below:

Table 3.27: A's Payoff Matrix

Player B

| 2 3 ] - n
- oa ]
a2 o3 = %y In |

- - a
212y *n *n ] lﬂl
Player A : . l
% "2 ot lj “‘l
|
mLBmI nml g - 'mj .an

Table 3.27: B's Payofl Matrix
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Playcr B
1 2 3 J s n
.
1 (——a,, —a,;, —ap — T3, = “A.
2| -ay, —ay —dn - T8y - —dq,
PlayerA _
e i —ay, —a; —ap _al‘ s 3,
mj—a, =84 “&m - — 8y TR

For example, let consider the following pay-off matrix of
player A:

Player B

| I

I 2| 3

PlayerA I | -1 2
I 1 3

From above pay-off matrix, it is clear that pla_yer A has three
strategies and player B can have two strategics. If playt:f A
and B both opt for strategy L then the pay-off to playc.r Ais—
2 (means loss of 2 units). In such case, player B gains of 2
units. Similarly if player A opts for strategy 11 and player B
opts for strategy 11 then gains of player A is 3 units. The cell
entries of player B's pay-off matrix will be negative of the
comresponding cell entries of player A's pay-off matrix. The
strategy can be determined on the basis of following:

Max of A = max,[{min, a,}

Min of B = min,[max, a, ]

Hence the pay-off matrix of player B will be as follows:

Player A
I 11 m
Player B 1|2 1] -1
3|-2] -3

Note: The pay-off matrix will be of that player who exists
on the left of the matrix. -

3.43. Assumptiocns of Two Person Zero

Sum Game

1) Each player has offered with him a finite number of
possible courses of action. The list may not be same for
each player.

2) Player A attempts to maximise gains and player B
minimise losses,

3) The decisions of both players are made individually
prior to the play with no communication between them.

4) The decisions are made simultaneously and also
announced simultaneously so that neither player has
an advantage resulting from direct knowledge of the
other player’s decision.

5) Both the players know not only possible payoffs to
themszlves but also that of cach other.

3.44. Pure Strategy Game with Saddle
Point: Minimax & Maximin Principles

The main problem for playing games is the selection of an
optimal strategy by each player involved in the gamc,
without knowing the strategy of its competitor's. Pry-off
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table of only one player is required to evaluate the
decisions because pay-off for cither player provides all the
essential information. The pay-off table is constructed for

the playcr whose strategies are represented by rows
(say player A).

New the objective of the study is to know how these
players must elect their respective strategies so that they
may optimize their pay-off. This decision making criterion
is referred 1o as the minimax-maximin principle. Such
principle in pure strategy games always lead to the best
possible selection of a strategy for both players,

For example, if player A chooses his particular strategy
then a minimum value in each row represents the least

gain (payoff). These values are written in the matrix by
oW minitna.

Player A must select the
among the row minimu
selected by

strategy that gives largest gain
m values. The choice which is
the player A is called maximin principle and
the correspunding gain is called the maximin value of the
game. It player B chooses his particular strategy then a
maximum value in each column represents the maximum
loss for player B. These values are wrilten in the matrix by
column maxima. Player B must select the strategy that

gives minimum loss among the column maximum values,
The choice which is selected by the player B is called
minimax principle and the corresponding loss is called the
minimax value of the game.

Saddle Point

A point in a payufi matrix where the maximum of row
minima coincides with the minimum of the column
maxima is referred as saddle point (or Equilibrium point).
The payoff at the saddle point is called the value of the

game and is obviously equal to the maximin and minimax
values of the game,

Rule to Determine Saddle Point

1) Fiom each row of the payoff matrix, select the
minimum (lowest) element and write them under ‘row
minima’ heading. Now select a largest element from
these minimum values and enclose it in a rectangle.

2) From each column of the payoff matrix, select the
maximum (largest) element and write them under
‘column maxima' heading. Now select a lowest element
from these maximum values and enclose it in a circle.

3) Find the element(s) which has the same value in the
circle as well as rectangle. Mark the position of such
element(s) in the matrix. This element represents the

value of the game and is called the saddle (or
equilibrium) point.

Example 26: Find optimum strategies for players A and B
and also determine the value of the game for the game
shown below:
B, B, B, B,
. AL S 4 8 5
Ay |-4(-3]12] 9
t\_, 8 3 -— I -— 5
A3 | -1] 2 3
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; inimax criteria on the game, we fi
. lying minim V¢ Tirg
Solullol:';::‘li’n{m Em element of rows and enclose jt With
c!loosc N pelect maximum clc[ncnl of columng angd
':m:‘le.e itc\:i‘lh the square as shown in table below;
enclos

Row
B, B B B e
" s @ 8 | s 4
[ |

A 4 [ -3 12 ]9 =4

o oIl 3

As 3 | -1 2 3 =1
Column 8 4 12 9
Maxima —

" addle point is (A,, B
bave, it is shown that sa : 1 By),

Er:r'ntc‘cuplaycr A chooses strategy A, Wh“F player

chooses the strategy B; and value of the game is 4.

Exam,le 27: Find the saddle point for the following game;
Player B

I 1 m

I | =2]14] =2

PlayerA N |-5]|-6] —

mi{-5{20)] -8

Solution: For calculating the saddle point of the above game,
first determine smallest element of each row and enclose jy
with circle, similarly determine the largest element of each
column and enclose it with square as shown below:

Player B
Row
1 n 1)1 M
)
1 @ s = -2
Player A
n -5 @ - -6
Column -3 20 =2
Maxima

From above, it is clear that there are two saddle points exists
in the cells (1, I) and (I, I). It means that player A uses
strategy I and the player B uses two optimum strategies I and
ITI. Hence the values of the game in both cases are ~2.

Example 28: A company's management and the labour

union are negotiating a new three year settlement. Each of

these has 4 strategies:

1) Hard and Aggressive 2) Reasoning and Logical
Bargaining Approach

3) Legalistic Stralegy 4) Conciliatory Approach

The costs o the company are given for every pair of
strategy choice.

Company Strategies

I IIjm| v
I {20115 12] 35
UnionStrategy | 11 |25 | 14| 8 | 10
Imj40| 2 110] 5
IV]|-5]| 4 11 0
What strategy will be the two sides adopt? Also, determine
the value of the game.

v
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golution: The two sides adopt minimax and maximin

n'nCiP'cg of game theory. Sclect the row i and

cnc|°"" it by a rectangle. Then, select the column
malim“m and enclose 1tin a ¢ircle,

" Company Strategles

n o m v Row

Minima

i 20 @ ' @ 2
mn i
tnlon E 10 i

25
strategles i @ @l s i
X

v 1 @ 0 g
Column 0
Muxima 5| n 15

Hence, the saddle point is (1, I1T) and the valve of the game

is 12. Hence, the company will always adopt strategy 111 -
galislic strategy and union will always adopt strategy 1 -

Hard and 2 ggressive bargaining.

gxample 29: Find the value of the game [ 2 a] for any

-1

values of [

Solution: Consider the given pay-off matrix, find the maxmin

and minmax values, by ignoring A for the time being:

Plaver B
B, | B; | Row Minima
Ay 216 2
Player A A =3 =
Co'umn Maximn 2| 6

Maxi (minimum) = Max 2,-0)=2

Mini (maximum) = Min 2,6)=2

Maximin = Minimax =2

So saddle point exists.

This implies that there is no restriction on p. That is y can
take any value. Since, Maximin = Minimax = 2. Therefore
the value of the game is 2.

Example 30: Find the Saddle point and hence solve the
following game:

Player B
B1 B2 B)
Al (15 2 3
Player B A2 [6 5 7]
A3l 4 0

Solution: Using Minimax criteria, we have following payoff
matrix:
B, B; B, " Row

Minima
A, s | 2| 3 2
As 6 [|(3)]| 7 5 4~——§g.
As R I B -1 S
Folumn s | ()] 7

f

Minimax
Therefore A uses A,and B uses By, and value of game is 5.
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3.4.5. Mixed Strategy Game without
Saddle Points

Pure strategies are used

games which have o %4 _ .
used for solving a game which does not have a 84

point.

as optimal stralegics only for thosc

Jdle point. Mixed srategies arc
i ddle

3451. Convex Linear Combination
A set X c R" is convex if the point Ax + (1 - }.])'_n an
element of X for any X, ¥y € X and ke [0. 1] The point Ax
+ (1 = A )y is known as weighted average (0r 2 convex

combination) of x and y.

For example, the sct [0, 1] is convex as the every point
between the two points also belongs 10 the set. But X = [0,
1/4] L [3/4. 0] is not convex as point i+l -n3deX
for every Ae (0, 1). If there arc noO holes n the resultant st
then set shows the convexity. Let consider that we have
numbers ¥y, Yz.---» Yo NOW @ convex conbiration of these
numbers can be represented as weighted sum of the form:

Ayy +Aaya + oo+ 2oy where
0< A <lfori =12..n 2 A =1
=1

34.5.2. Solution Methods of Games

without Saddle 'oint _
A mixed strategy game can be solved by the following

methods:

Solation Methods of Games
without Saddle Point

Algebraic Method —

2 x 2 Game Dominance Method—

m x n Game

Graphical Method -
2xn and mx2 Game

Odds/Anthmetic Method-

2 x 2 Game

Mcthod of Matnces —
n x n Game

34.53. Algebraic Method — 2 x 2 Game
Let us consider a 2 x 2 two-person zero sum game without
any saddle point having the payolT matrix for player A.

B, B:

Ala, ap
A,la,, an

The optimum mixed strategies

SAz[A' A:] andss=[nl Bz]
P P2 q 9:

Where,

= oot S | o, i

: (“n”ul-(a.;n:,)“" p,=1=p,=1-p,
An—12)

U q,+q,=1=q, =1—-y,

(3, +ap)—(a,, +a,,)’
2,3 —2,3y
(@ +ay)-(a;;+2ay)

The value of the game isv =
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Example 31: Determine the opumum strategies and value of
the game gx the pame whose payofT matrix is shown below:

.
3 2]
3 4
Solution: There is not saddle

| point exist in this pay-off
matnx. Hence the players use e

mixed strategies:

Lc( consider 2 x 2 pame which does not contain saddle
point and whose pay-off matrix is as below:

Now the optimum mixed strategies will be as follows:

A A,
NS I e
Pr Pz 9 q:

Where,

= a., —a,, 4-3 1
pl'" = = —
(@, +an)-(a,; +a,) G+4)—-(2+3) 4

1 3

y=1- =>p,=l-—==

P2 Py =P, 2 a2
q,= 2n—ay, = 4-2 _2 1
C @y tan)—(ay+a,) (5+4)—(243) 42

1
9. =1-gq, =qy=1-o=

td | —

Value of game

= 2182 — 38,535,

_ (5x4)—(2x3) _(20—6J_l
@ +ay)—(@,+ay) G+H-2+43) (9-5) 2

Hence the optimum mixed strategies are as follows:
13 - 11
S =| —-,— ; s = —
' (4 4) ° (2 2]
Value of game =%

Example 32: Find the value of the following game:

B
1 2
A 1|6 9
2|8 4

Solution: There is not saddle point exist in this pay-off
matrix. Hence the players use mixed strategies:

Let consider 2 x 2 game which does not contain saddle
point and whose pay-off matrix is as below:

B, B;
a3

Ay fay
Azlay ap

ester (Quanutative Techniques for Decision Making, AU
em

Now the optimum mixed strategies Will be as follows.
ow

2., —0y

-.———_—-:___—__—_-
P, ran) -t 8n)

4-8 =4 _4
——"T0-17 7

T6+4)-(9+8)
4 3

p.=1-p=1-373

—____—_——l—_————
U=, +an)-@p*+ay)

4-9 -5 _5
4P
Tl6+4)-(9+8) 10-17 7

5 2
q;=1-q,=1-3=7

Value of game
a,dp —8;33y

V=
(3" +an)—(ﬂu +all)

_(6x$H-(9x8) _24-72 48
T (6+4)—(9+8) 10-17 7

Example 33: In a game of matching coins player A win
T2 if there are two heads, wins nothing if there are pyq
tails and loses T1 when there are one head and one a5
Determine the pay-off matrix, best strategies for each
player and value of game.
Or

Find the optimal strategies and game value of (he
following game.

Player B
H T
2 -1
Player A Tl-1 o

Solution: According to the given data the pay-off matrix
corresponding to the given game is as follows:

Player B

H T
PlayerA | H 2] -1
T| -1 0

Since the above pame has no saddle point we have to solve
it for optimum mixed strategies.

Lcts,.:[“ T]. S,:[H T] be the optimum mixed

Py P2 Q 9
stralegies of player A and B respectively.
Let v be the value of the game.
- n—ay __0—(-1) _!
(@, +ay)-(a, +3:1)_(2+0)—(‘1‘1)_4

1 3
ShElpist=o=

4

=P

=q = a,-a, 0-(-1) 1

A (an +an)-(at: +az|)=(2+0)“ (_l_l)zz
1

=q;=1-q,=1-2=

&

~

_
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yalue of the Game
_ A f27dely _ @Q)0)-(-1)(-1) o
= -i-1)

l")"(g”-Hl_-_—;)‘ a|2+n:|) (2+U)-(—l—l) =_4_
34.54. Dominance Rule - m x Game

[ 4 tWO PErsOn ZETO Sum game has no saddle point then
the dominance pnr!_lﬂplc 15 used to reduce the size of the
pay -off matrix. With the use of dominance rule one can
obtain @ 2 X 2 game and then solve it with the help of
a]gebﬁ“c melhOd

Generally, it is possible to find an entire row (or column)
which is avoided b_t)' -lhc player when there is another row
(or column) and this is better for him or her to play. In that
case, avoided row (or column) is called the dominated row

(or column):

1) If all the elements of a column (say i® column) are
less than or equal to the corresponding elements of
any other column (say j" column), then j* column is
dominated by the i column. The j* column is thus
removed from the pay-off table.

2) Ifall the elements of a row (say i® row) are less than
or equal to the corresponding elements of any other
row (say j* row), then j* row dominates the i® row.
The i row is thus removed from the pay-off table.

3) A pure strategy of a player may also be dominated if
it is inferior to some convex combination of two or
more pure strategies in particular or inferior to the
average of two or more pure strategies. In that case,
one deletes that pure strategy.

4) It is also possible that a particular row (or column)
dominates the average of two other rows (or
columns). In that case, one will delete any one row
(column), which was involved in finding the average.

This is lo remember that the rows and columns which are
once deleted will never be used in the determination of
optimum strategy for both the players. For reducing the
size of a game, dominance rule must be applied before
evaluating it.

Example 34:
dominance rule;

Solve the following game using

Player B
B, | B,
A | | 3
A; | 4 5
PlayerA | Ay | 9 -1
A |3 4
Ag | 2 1

Solution: The second row dominates on the first row, i.c.,
elements of second row are greater than first row. So,
eliminating the first row, we get the following matrix:

B, | B
Al a]s
A9 [
Ag| 3[4
As | 2 ()

MIET

IMETIEETIONY

161

Now, the first row dominates on the fourth row. Hence
eliminating fourth row, we get the following matrix:

B; | By
Ay | 4 5
Ay | 9 | 7
A

The first row dominates on the third row, so reduced
matrix will be as follows:

B, | B;
'NENE
Ay | 9|7
Hence the reduced payoff matrix of order 2 x 2 is as follows:

PlayerB

Player A~ °
A [

Let consider the optimum mixed strategies for player A
and B is in the following form:

A, A
SA=|: : ’:l-Pa"'P::l

P P:
B, B
ands,,:[ ! ’].q,+q,=l
q, 1
Where,
- ap—3ay +p,=1=p,=1-p
P (a,+ay)—(a;+ay) hb : '
- dn =35 +q,=1=q,=1-q
& (a,+ay,)—(a, +ay) LI . l
___-1-9 _-16_16 _, 16 _1
P a-n-G+9) —17 17" " 17 17°
. —1-s -2 12 12 5
YEGT)-G9 17 17T 1T 17

The optimum strategy of the given payoff matnix is given
by the following:

A, A, B, B,
Sc={16 1 |.Sy=[12 5
17 17 17 17
The value of the game (v)
a,8pn —3p,3,,

_(au*“u)‘(au"‘au)
_(@x=7)—(5x9) _-28-45 _73
4-1-6+9 -17 17

Example 35: Reduce the folldwing game with the help of
dominance rule and then determine the value of the game:

Player B
B, B, B, B
Ay 3 2 4 0
FPlayer A A, 3 4 ) 4
Ay 4 2 4 0
A O 4 | o] 8
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Solution: Since this matrix
point, hence we have to redu
using dominance rule, The th
row, so after climinatin
pay-off matrix:

does notl contain any saddle
ce the size of pay-off matrix
ird row dominaies on the first
g first row, we get the following

Player B
B, B, B, 1
A, | 3 4 2 4
Player A A, 2 4 0
4 0 8

Ay
Ve matrix that the first
olumn, hence eliminating

AN

Again, it is clear from the abo
column dominates on the third ¢
the first column, we get the follo

wing:
Player B
B, B, B
Ay | 4 2 4
PlayerA A, | 2 4 0
As [ 4103

There is no row or column is dominated on others. On the
other hand, the first column js domi

nated by the average of
second and third columns:
2+4
2 | a3
0+8 4
2

Now after eliminating the first column, we get the
following pay-off matrix:

Player B

By B,

Ay | 2 4

Player A A, | 4 0
Ag| O 8

Similarly, average of second and third rows

[uo ms)_(z‘“dominated by the first row, hence eliminating
2 "2 )

the first row, we get the 2 x 2 game matrix as follows:

Player B

B:. B,

Player A A, 4 0
Ag| O 3

Let this matrix be of the following form:
B, B,

A, ["n au]

A, lay ay
The optimum mixed strategies for player A and B is given
by following matrices:

A, A,
S, = PPy =1
Pi P:

B, B
andS,,:[ v

]-q.+qz=l
q, q,
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Second Semester (Quantitative Techniques for Decision Making) Ay
MBA Sccon

Cc

Where,

_ 2, — 8y ,pl+p1=|$pz=]‘p‘
P'—(n“+nn)"‘(ﬂ|:+n1')

_ 8y~ 3p .Q|+Ch=1=>‘h=|-ql
q‘—(all+an)—(°|z+“1'

0 8 2 1.2 _1
_s0 3.2 50200
Pi=@+8)-(0+0) 12
8-0 8 2 =1 2 1

____:____=_-=—‘ q, = —3=h_
ql-(4+8)_(0+0) 12 3 3

The optimum strategy of the game is given py the
following matrices:

A, A, B, B,
SA =| 2 _1_ v SD = 3 l
33 3 3

The value of the game (v)
8,p =383y
=(a”+ar_)—(au+au)
(4x8)—(0x0) _32 _8
T @+8)-0+0) 12 3

Example 36: Solve the following game:
Player B
1 7 2
PlayerA |6 2 7
516

Solution: As the all elements of second row is greater than or
equal to third row, hence row I dominates over the row III,
Delete the row 1. The reduced payoff matrix is as follows:

’ PlayerB

Al 7 2
Player 6 2 7

The elements of first column is less than or equal to third
column. That is, [irst column dominates over third column.
Hence delete the dominated column 3. Now the reduced
payoff matrix is given as follows:

PlayerB

Pl Al !
ayer 6 2

The above reduced payoff matrix is now in the form of a
2x2 matrix.

For Player A and B, the optimum mixed strategies is given by:

AI A! AJ
= PP =1
Sa (Pl P, O P, *tP;
B, B, B
and ss=( v ’].q,+qz=1
9 9, 0
Where, _
P Iz "3y PPy =1=2p,=1-p

- (3, +ay)—(a, +a,,)
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apn —a),
41=(a,,+3n)'(au"'az|)'q'+q‘=I="h=|-q,

2-6 .4 2
p=2+1)-(746) -1 "5

2_3
n=1"5"5

2-17 55 _J
Q= 241-(7+6) =10 2

RPN |
=17 077377
The vyalue of the game

a3y ~ a8y, _ 2x1-Tx6 —40

Ve tan)—(@a+ay)  241-(746) —10°-

: : . Al A1 A,
The optimal strategy is given by §, =| 2 3
55

= 2 0
B, B, B,
and Sg = _l_ l 0

2 2
vValue of game is (v) =4
3455. Graphical Method -2 x nand m x 2 Game

If in a game one of the players have two strategies only
then graphical method is used to solve this type of game.
If the game has no saddle point and has a pay-off matrix of
typen x 2 or 2 x n then this method is used.

Algorithm for 2 x n Games

Step 1: With the help of dominance property, reduce the
size of the pay-off matrix of Player A, if it is possible.

Step 2: Let us consider that x is the probability of
selection of Alternative 1 by Player A and 1 - x be the
probability of selection of Altemative 2 by Player A. Find

the expected gain function of Player A with respect to
each of Lhe alternatives of Player B.

Step 3: Find the value of the gain from the gain functions
which are derived in step 2, when x is equal to 0 as well as 1.

Step4: The gain functions are plotted on a graph by

assuming a suitable scale. Keep x on X-axis and the gain
on Y-axis.

1Step 5: Find the highest intersection point in the lower
boundary of the graph because the Player A is a2 maximin
player. Let it be the maximin point.

Step 6: If only two lines are passing through the maximin
point then it forms a 2 x 2 pay-off matrix from the original
problem by retaining only the columns corresponding to
those two lines and go to step 8; otherwise go to step 7.
Step7:  Two lines are identified with opposite slopes passing
through that point and form a 2 x 2 pay-off matrix from the
original problem by retaining only the columns corresronding
to those two lines which are having opposite slopes.

Step B: Solve this 2 x 2 game with the help of algebraic
method.

|=1§|!;'.._'|l:|s£ 163
Algorithm for m x 2 Games

Step 1: With the help of dominance property reduce the
size of the pay-off matrix of Player A, if it is possible.

Step 2: Let us consider that y is the probability of
selection of Alternative | by Player B and 1 —y be the
probability of selection of Alternative 2 by Player B. Find
the expected gain function of Player B with respect to each
of the alternatives of Player A.

Step 3: Find the value of the gain from the gain functions
which are derived in step 2, when y is equal to O as well as 1.

Step 4: The gain functions are plotted on a graph tgy
assuming a suitable scale. Keep y on X-axis and the gain
on Y-axis.

Step 5: Find the lowest intersection point in the upper
boundary of the graph because the Player B is a minimax
player. Let it be the minimax point.

Step 6: If only two lines passing through the maximin
point then it form a 2 x 2 pay-off matrix from the original
problem by retaining only the rows corresponding to those
two lines and go 1o step 8; otherwise go to step 7.

Step 7: Two lines are identified with opposite slopes
passing through that point and form a 2 x 2 pay-off matrix
from the original problem by retaining only the rows
corresponding to those two lines which are having
opposite slopes.

Step 8: Solve this 2 x 2 game with the help of algebraic

method.

Example 37: Solve the following game for the payoff
matrix shown below:

Player B
B1 B2 B3
Player A | Al | 20000 | 30000 | 60000
A2 | 45000 | 45000 | 30000

Solution: Since no saddle point exists, we shall determine
optimum mixed strategy.

B’s Strategy
B,
= A,|20,000 60,000
A's Strategy
A,| 45,000 30,000
Pay-off _
Axis-1 Axs-1
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P = = = poits z=d

L (a, ¢1:,‘-[l; 'l:]

30,000 — 45000

= _3
(20.000 - 30.000) - (60000~ 25000) 11
= ."’l::
s “’:1"-_—,"(!_:'1:]
_ 30,000 - 60,000 6
(20.000 - 30.000)— (60000 < 25.000) ~ 17
Y=t a2

(lfl "‘:,—_li.: _ )
= 20000 30,000 — 60,000 % 25 000
M‘Ml—lmja,4sm)—3&!82
Example 33: Consider the payo
the player A 2s showmn in wable.

ﬁmwﬁhr:spcam
Sdretbisgzm:o;tima[ly

(xy) 114|211
Player A
TR a=l-xy) 23273 8

B's Pure Strategies A's Expected Payolls
41\*2(1—1|)=".x|+2
2%, + 7(1 =x\)=~5x,+ 7
I +8(1 —x))=-7x,+8
Txp+(1-x)=6x,+1
31[* S(1 =X)==2x,+5

The lines can be represented as function of X, as shows in
figure 3.12:

Ay

Ladl
L0 L AV

L P N

Az

L = #
14 n 34
Figure 3.12

. 5 ‘grBsc!ﬂCU'_':l:%B
b gmmcg’)gng:n:ismbe solved:

la:d

o
-

2| 2x

1=

[A, A:] < _(Bn Bz)
S5,= and S, =
P Pz 9 G

Where,

2, —3

(a,,+a-_-—)—(a= +ay)

=

a1-2) _ -1

T(A+D-(7+2) 5-9
1_3
Pz=l_P1=l'_4_I
(a:—lc)

1
4

= =—_ﬂi_=;6_3

(@ +az)-(ap+25) (#2D-0T+2) -1 3
3 -1

‘Iz=l_3—*,’.,"

Value of game
2,3, —3,.2,

(a, +az)-(a,; +ay)

_ (@x1-7x2) _4—l4=—10

T(4+D-(7+2) 5-9 -4

.. The opimum mixed strategies:
13 3 -1
Sa = (z-z) Ss =(5-?)

Value of game v =%

q

-
2

2) Point D: The player B selects the strategies B, and
B;. Then the 2x2 game is 1o be solved:

The optimum mixed strategies:
A A B, B
S‘ =[ ' 2) md S‘ =[ ' 1}
Pi P: 9y q,
. a,—a _
= p. = 21 . (E=2) 6 2

———— e =

—(“u"’an)"(al:"'an) (4+8)-(142) 9 3

=(]_3)—.l_
P2 3 3

q = (an—a,)
' (a|1+an)"(ﬂu+au)

- ®-1 __ 1 _(1]
(4+8)-(1+2) 12-3) \9

{3
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valoe of (27€

2,3-—3.2.,

9;502:1:%& U= 3

"_—‘___-—-l-—-—_"'_l-
v (3, -lzl'—"l:-t;:j

(4x8-2x1) _0B2-2) 3

I i e, ion R
"‘44.8"-”"2] 9 9
. The optmum mited sraesies

39: Consider the payoff ,
wmp“ ' 2 of player A 2s
pown iD tzble below and solve it opamally using the

graphical

- Player B
1 2 1 4 ¢
1{3 6 8 3 34
A
Parerd 2l 42 w0

WTMJJBMSM&MQ\MG)B
qudwdgmhﬁmvalmﬂj,hmmisgmc;mbmm
's,ﬂgpoinLThmplzyaAanchochhaamm;
Table 3.28: Payoff Matrix
Player B
1 23 4 S Minimum

1 3 6 8 4 4|3 (maximin)
Player A 2 -7 421023
Maximum 3 68104
(minimax)

The corresponding outcome is shown below:
A(1,0), B(1,0,0,0,0) Value of the game, V=3

But according to question, the game has to be solved using
graphical method. In table 328, the every elements of column
2 is greater than colurm 5, ie, column 2 is dominated by
column 5. Thus after removing the column 2, we get the new
resultant payoff matrix as shown in table 3.29.
Table 3.29: Payoll Matrix
Player B
1 3 4 5

1[3 8 ¢ 4
PlayerA 5| 7 2 10 2

Now let suppose that x represent the probability of
selection of alternative 1 by Player A and then (1 - x) will
show altemative 2 chosen by Player A. Hence the
expected payoff of Player A corresponding to different
alternatives of Player B is shown in table 3.30.

Table 3.30: Expected Payofl Functions of Player A

B's Alternative | A’s Expected Payoff Function
1 I+ (T -%)=10x-7
3 Bx+2(1-x)=6x+2
4 4x + 10(1=-x)=-6x+10
L 5 dx+21-x0)=2x+2

With different conditions of x (0 or 1), the calculation of
expected payoff of player A corresponding (0 each of the
aliernatives of Player B is shown in table 331.
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Figzre 1.13: Player A's Payoll F unctGea
We have to detzct the highest inrersection point i the
lower boundary of the above graph because A 1s 2
mavimin player. There ars %0 Inlersecoon points “a” and
“b" in the lower boundary of the graph which are located at
highest level. Thus the solunon obtziped will be the
opﬁxnalsolutiouTh:mlucofdxgamcichouupmding

to intersection point “b’.

The horizontal distance from left vertical line to the point
‘b’ shows the probability of selection of alternative 1 by
Player A which is 1. It means that x= 1. Hence, the 1 - x =
0 which shows the probability of selection of alternanve 2
by Player A

The point ‘b’ is present at rightmost vertical line which is
the maximin intersection point The only line passing
though this point is the line By of the Player B. Thus,
probability of selection of the altenative 1 by the Player B
is 1 and alternative 2 by the Player B is 0.

The final results of the game are:
A(1,0), B(1,0,0,0,0), Value of the game, V=13

Example 40: Solve the following game by graphical method.
Player B

1 2 3

Player A 1 Lﬁ 4 3

2 2 4 8
Solution: For solving the above game problem with graphical
method, we first draw two parallel lines at a distance of 1 unit
and mark a scale on cach. The two parallel lines show the
strategies of player A. In case the player B chooses the

strategy B1, then player A can have two wins far 6 or 2 units
depending on the selection of strategies A.
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The value 6 is ploted along the verical axis under  3.4.5.6. Odds Method/Arithmetic Metho,
strategy Al and the value 2 is plotted along the vertical 2 x 2 Game s

axis under strategy A2, The arithmetic method which is also known as shory i
method provides 3 simple method for obtaini, the
optimal strategies for each player in a payoff my

Similarly, we can plot strategies B2, B3 al The cize 2 x 2 without saddle point.

is graphed in the figure below, SO, problem Algorithm of 0dds Mtlhoerlthmc(.jc Mithod

The steps of this method are as follows:

Step 1) Select the first row and find the differen,
between the two values. Put this value agajng 5
second row of the matrix without consj derin
negative sign (if any).

t the second row and find the diffe

Step 2) ts,:::rcecﬂ the two values. Put this value again:"u‘:
first row of the matrix without considerip
negative sign (if any). 2

Step 3) Repeat Step 1 and 2 for the two columns.

A straight line joining the two points is then drawn. X of

The values which are obtained by ‘swapping the
differences’ (oddments) represents the optimal relatiye
frequencies of game for both plnyc.r's strategies. They are
divided by their sum to convert into probabilities, Ty
method is also known as “oddments method".

Example 41: Two companies A and B which are busineg,
The highest point V in the shaded region indicates the nival are doing bus‘incss in such a.manncr that Company
value of game. From the above figure 3.14, the value of A's gain will provide company B's loss and vice-yepgq

Figure 3.14: Graphical Method

the game is 4 units. The pay-off matrix of company A is as follows:
1) The point of optimal solution occurs at the Company B Q
intersection of two lines Company A No Medium Heavy
4p,+4p; () Advertising Adverﬁslng__AmshJ‘
3p+8py Q) No 10 5 )
. Advertising
Comparing the above two equations, we have Medium 13 12 15
4p;+4p;=3p, + 8p, Advertising
Substituting p, =1 —p, il;::! . 16 14 0
4p1+4(1-p)) =3p,; + 8(1 —p,) —

4 Determine the optimal strategies for the both companies

Solving p; =— and also find out the net outcome.
] Solution: Since this pay-off matrix does not contain saddle
P, =I—p1=l—i=l point, hence companies will use the mixed strategies. First
5 5 apply the dominance rule. As the elements of first column are

greater than the elements of second column (i.e., first column

Substituting the values of p; and p; in equation (1) dominates on second column), hence eliminating firs

V= 4( iJ + {l} =4 column, we get the following payofT matrix:
5 5 Company B
Com A Medi H
2) :l'hc po_int of oqu'rml solution occurs at the e Ad,:ﬂukr;:,g M,;L’mg
intersection of two lines No Advertising(A,) 5 -2
4q,+3q; +-(3) Medium Advertising(A,) 12 15
4q,+ 8q; ...(4) Heavy Advertising(A,) 14 10
Comparing the above two equations, we have From the above matrix, it is clear that elements of second
4q, +3q;=4q, + 8q, row is greater than the first row, hence eliminating the first
Substituting g:=1 - g, row, we get the following 2 x 2 payo(f:fo :mel:}
4q;+3(1-q)) = 49, + 8(1-qy) e
Solving q; =1 Medjum H.uv
Q@:=l-q=1-1=0 advi, B, sdvi,B,

Substituting the values of q, and q; in equation (4), Company A Medlum sdvi, A, [ 1215 ]
V=4(1)+3(0)=4 Heavy advi, A, 14 10



pcci’i"" and Game Theones (Unj 3)

oW psing arithmetic method, we

el the f i ;
(egies for both the companes; » ollowing mixed
strd

Firm B
B; B, Mot0md, pa, )t 4
prm A% [ 13 77
Ay 10 151223, ;JA,]:-E_,'_‘
15-10=35 14-12=2 443 7
33 2 2

) For qupnny At Consider (hat Pr and py are the
robabilities of choosing strategies A, and A
respectively. Now the expected gain 1o cbrnpany f’:
when company B uses B, and B, stryte
by following:
12p; + 14py and 15p; + 10py; py + py = 1.,
For company A, pa and p, will be such that expected gains
under both situations should be equal. Now we have,
12p, + 14ps = 15p; + 10p,
= 12p2+14 (1 =p)=15p,+ 10 (1 -p)

gies, are given

7

2) For Company B: Consider that q, and qy is the
probabilities of choosing  strategies B, and B,
respectively. Now the expected loss to company B when
company A uses By and By strategies, are given by

4
= 7PI=43P2=‘.; and py=1-p; = 1—-%:3

following:
12q; + 159y = 149, + 10g;; g, + qy = |,
= 12q1+15(|—q2)=]4q1+[()“_ql)
= 1q:=35 =>q1=% and
5 2
=l-qp=1-—==
0 Q2 777

So that, company A should select the strategy A, (with
57% of time) and Ay (43% of time). In similar manner,
company B should select the strategy B, (with 71% of
time) and B3 (29% of time).

Hence the expected gain and loss for company A and B
can be calculated as follows:
1) Expected Gain of Company A
i) 12p; + 14py = 12 x (4/7) + 14 x (3/7) = (90/7),
company B accept B,
i) 15py + 10p; = 15 x (4/7) + 10 x (3/7) = (90/7),
company B accept By
2) Expected Loss of Firm B
1) 12q> + 15q; = 12 x (5/7) + 15 x (27) = (9077),
company A accept A,
i) 14q; + 10qy = 14 x (5/7) + 10 x (U7) = (90/7),
company A accept Aj.

Example 42: There are two player X and Y that put a coin
(with head or tail up) on the table in such a manner that it
is not shown to other. If both coins represent head then
player X wins ¥8, however in case of both coins represent
tails then he/she wins Z1. The player Y wins 23 if one coin
represents head and other tail, ic.. both coins do not
match. There are two options, i ¢., being matching player
X or non-matching player Y, find which one would you
select and what would be the strategy.
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Solution: As this problem does not contain saddle polnli
hence muxed strategy can be used to find out the opuma
strategies. Player X's payoff matnx s given below:

Ployer Y
i T
4 4
Playe g 8 -3 4 p'?l_l.:l-:ﬁ
rX 1ol
T -3 ! L PThea s
1
4 11
4 4 ino_n
LTI T IR T IT

To find out the strategy and value of game, the sleps are as
follows: ‘

Step 1: Initially subtract the elements located in colf:mn I
and put the result under the column 1. The result is 8 —
(-3)=1L

Step 2: Next, subtract the elements located in the c(?lumn
[T and put the result under the column L. The result is (=3
-1) == 4 (take only magnitude).

Step 3: Similar process is applied on the two rows also.
Thus, player X uses strategy H (with probability 4/15) find
strategy T (with probability 11/15) for optimal gains.
Player Y uses strategy H (with probability 4/15) and
strategy T (with probability 1 1/15).

Step 4: The value of the game can be calculated using

anyone of the following expressions:

1) Using B's Oddments: When player Y plays H. then
the value of game (v)

_ AxB+11x(-3) _ [ 1 ]
T 144 5
When Player Y plays T, then value of the game (v) =

4x(—3)+llxl=(_ 1 J

11+4 15

2) Using A’s Oddments: When Player X plays H, then
the value of game (v)

_4x8+1x(=3) (1
4+11 15
When Player X plays T, then value of the game (v) =

4x[—3)+llxl___[_i]

4+11 15

If the sums of vertical and honzontal oddments are equal,
then the value of game v will be equal as shown above.

Hence the solutions of game are as following:

1) Optimum strategy for player X is (4/15, 11/15), and
for player Y is (4/15, 11/15).

2) Value of the game for Player X is v = (= 1/15) and for

player Y 1s 1/15, ie., player X gains T (- 1/15) and
player Y loses 2 (1/15).
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Example 43: Solve the following game using Odds method:
B

=1[3
2 [ -1

Solution: As the given game has no saddle
therefore both the players will use mixed strategies

Now, we use odds method to solve 2 x 2 game.

A

point,

B, B,  Odds Probability
Ay [— 1 3 3 pP1 =377
A 2 = 4 Py=4n7
Odds 4 3
Probabllity 23 13

Q=477 q,=377
Hence, firm A should adopt strate i
) gY A, and A
of time respectively. I 2 with 43%

Similarly, firm B should adopt strate i
/ gy B, and B
57% of time and 43% of time respectively. l 2 v

Expected gain of Firm A
3 4 5
- X7 7,anBndoptB.

3 4 5
2 IX—==Ix—== 1
) 7 X_, _’.Fu'mBadopth

Expected gain of Firm B
4

3 5
1) —-Ix—+3x===_Fi
) = 7% irm A adopt A,

4 3 5 o
2) 2x——Ix=== Fi ;
7 753 Firm A adopt A,

3.4.5.7. ‘Method of Matrices — n x n Game
For solving n x n games this method provide a simple
method for obtaining the optimal strategies for each player
in a payoff matrix.

Step 1: Let A = (a,)) be an n x n payoff matrix. A new
matrix C is obtained in which the first column is obtained
from A by subtracting its 2nd column from Ist; second
column is obtained by subtracting A's 3rd column from
2nd and so on till the last column of A has been taken care
of. Thus, C is an n x (n —1) matrix.

Step 2: A new matrix R is obtained from A in which rows
are obtained by subtracting its successive rows from the
preceding ones, in exactly the same manner as it was done
for columns in step 1. Thus, R is an (n — 1) x n matrix.
Step 3: The magnitude of oddments are determined
corresponding to each row and each column of A. The
oddment corresponding to i row of A is defined as the
determinant | C, |, where C; is obtained from C by deleting
its i row. Similarly, oddment (j* column of A) = | Rj |,
where R; is obtained from R by deleting its j** column.
Step 4: Write the magnitude of oddments (after ignoring
negative signs, if any, against their respective rows and
columns).

Step 5: Check whether the sum of row oddments is equal
to the sum of column oddments. If so, the oddl.ncnts
expressed as fractions of the grand total yield the optimum
strategies. If not, the method fails.

=

.
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Step 6: The expected value_ of gnme‘ is CaICUlated
corresponding 10 the opumum mixed strape
determined above for the Row Player (against any Move

of the column player).

Example 44: Solve the following game using mqyy,

oddment method.
B

1 2
A 01
20

- N O

Solution: Using the above pay-off matrix, let first
calculate the matrices C and R and then obtaip the
oddments of row and column. To find matrix C, subtryg
the elements of first column from the second and secopg
column from the third. Similarly to determine matrix R,
subtract the elements of first row with second and second
row from the third row. Thus, we get the following:
-1 -1

-2 11
C=| 2 -1 nndR=[ ]

1 -2 1
-1 2
The oddments are:
2 =1 1 -1 1 -1
= ' = = =—3_C = =
C, ,_1 ,|=3C ‘:1 2| 3 E _1‘ 3and

I 1 21
= = = =—3.R=
SN i T

-2 1),
R

Now the augmented pay-off matrix will be as follows:

IRow
Oddments|
0]11]2 3
21011 3
11210 3
|Column 31313 9
Oddmentsl

As sum of row oddments = sum of column oddments,
hence the optimal strategies are as below:

For Player A (%ll) and for

33
111
(3‘5'5)
1.1

Thus, the value of the game = 0x%+2x§+lx- =1

Player B

Example 45: Consider the following 2 x 2 game:
Player B

4 7
Pl
ayer A[G 5]

1) Does it contain a saddle point?
2) Isitrightto say that the value of game, v will be 5<V<
6?

3) Determine optimum strategies by using matrix
oddment method and also calculate the value of game-
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“ﬁon:
we first find the row minima and column maxima, in
order to calculate the saddle points as given below:

B, B, | RowMin
Ay 4 7 4
Column Max 6 7

From the table above, it is clear tha maximin value 5
is not cqual to minimax value 6 hence this does not
have saddle poinL

The value of v should be 5 < v < 6 as we have the
formula maximin value < v < minimax valye.

We get the matrix C by subtracting the elements of
second column from the first, as follows:

- -3
11
This gives oddments |C,1=1and | C,I=-3

Similarly, matrix R can be obtained by subtracting the
elements [ot' secoi'ld row from the first, as follows:
=-2 2

Thus we have oddments IRy | =2 and | R;| = -2
Now the augmented pay-off matrix will be as follows:

IRow Oddment |
1
6|5 3
IColumn Oddment| | 2 | 2 4

As sum of row oddments = sum of column oddments
(4), hence the optimal strategies are as below:

For Player A (_'_}.) and
4'4

For Player B (ll]
22

Thus, value of the game (v) =4x%+6x%=l_21.

Example 46: Solve the following 3x3 game by the
method of matrices:

2
0
1

1
A3l
0

ool

Solution: We compute the matrices C (subtracting first
column from second, and similarly for second and third
column) and R (subtracting first row from sccoud._nnd
similarly second from third column) from the given
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The oddments are:

k)

C= =

= s

| -

2 Iz"-g
1 =

- =0

=) o

The augmented pay-off matrix is:

C,=

Row Olldmtﬂls
1 0 2 4
3 0 0 4
0 2 1 4
ouimens®| > | 2| ©

Since the sum of row and column oddments is not equal,
hence matrix method fails.

34.6. Linear Programming Solution
to Game Theory

Since one can convert any two-person zero-sum game o
corresponding Linear Programming Problem (LPP) and
vice versa. Hence both are claimed to be equivalent By
changing the two person zero-sum game into LPP, the
game can also be solved by using linear

programming approach.

The main benefit of this approach is that it can be used to
solve the mixed strategy of any size. It is very hard to
solve a game of m X n pay-off matrix which has neither
saddle point nor dominant row and column. Here m and n
are greater than 2.

When all the players have three or more strategies then
simplex method of linear programming is the basic
method to solve the game of all types.

Let consider that payoff matrix corresponding to Player A
is [a,] as shown in table 332:

Table 332: Generalised Payoff Matrix of Player A

pay-off matrix, and then obtain the row and column Player B

oddments. 1 2 ... i .. o

| a, ap a, a,

Thus we have, 2 a an ay axy

1 2 Player A : : : :

C= P -2 0 2 il L. g a,

=3 0|, R= 3 -2 =1 g : : : :
-2 1 m 2w 2 by ... A |

\ 4
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Wh
_C r'; : subject to
m = Total number of altematives for player A - - m v ,,,
N = Total number of alternatives for player B S a,p, 2V, 2P 2 V.. guup‘ Z}alnm >y
n; = Payoff o Player A in case A sclects . P =t e
the Al i _ c

and Player B selects the Allcmntivcj © Allemative | Pr4prt-+tpt = +Pm= l,p2 0, i=1, 2.”""‘
V = Value of the game b simliied by o
P = Probability of selection of tve i The above constraints can be simplified by dividing i ,

where i=1,2,3, ‘m Altemative i by Player A, V. We get the following constraints: y
q = Probability of selec

l:on of Alternative j by Player B, f:n"p. Ivz1,¥Ya,p/V2l...

wherej=1,2,3,..

34.6.1. Development of Linear

S a.p /V21,...3a,p/V2I
Model with Respect to Player A g ?_{-“up. z

=l

The expected gain 1o Pla : P 1

: yer A corresponding 1o the Pr Pry 4Py P
sclection of each of the alternatives of Player B ?s shown vivieTy vV Vv
in table 3.33: 20 i=1.2.....m

i . . sevy

Table 333: Expected Galn Functions of Player A

4':'.:...,,’".,',' : Expected Galn The above model shows the modified model, in which the
== Functlon to Player A following problem occurs:

1) The type of every constraint will be changed if the

a,p) +a -
! HPLT BRI Y e 4 AP e 4 aip = 2 2Py value of the game is less than zero.

=]
2) The terms of the constraints will become infinite if e

m
2 HPIFAnPr ¥ e 42D 4 . 4 ap = Znupn value of the game is equal to zero.

i=l

i : : : : For avoiding the above problems, a constant K is added o
i m every entry in the payoff matrix. The constant K is equa
J HUPLEAyP2 ¥ o+ AP+ i 4+ Ay = 2 ayp to the absolute value of the maximum negative values of

= the payoff matrix plus one.

Whenever these problems have been resolved, next step is
subtracting the constant K from the game value for
obtaining the true value of game.

n AP+ a2,p2+ ... + AP+ oo A8 P = inmp'

Descriptive Model for Player A There is no need to add constant K to every entry of

In this model, the Player A is maximum player and wants payoff matrix, in case every values of matrix are positive,
to maximise the game wvalue. This objective can be i.e., greater u,;m zero.

accomplished by maximising the minimum of the Let p/V =X, i=1,2....., m. Therefore,

functions as shown by last column in the table 333. ' '

fm m m m max V = minl= min[-"—'+&+...+ﬂ+...+h)
max mm(Za,,p.. DILTH . N 3T N ZaanJ v v Vv v v
= t=1 i=l i=1 =min (X; +Xo+ ...+ X, + ... + X))

subject to Pr+p2+-+p++pn=1

We get the following revised model if the above function
Above equation shows that total of the probabilities of is substituted in the model: Minimise
sclection of alternatives of Player A should be 1. And p,, Zi=X+X+ e+ X+ o+ Xy

Pae =+ pi- s Pm = 0. )

subject to
This model is known as a descriptive model as the m m
objective function is not in linear form. Z—;“"x' B l.ga,,x, 21...

Linear Model for Player A m m
The above descriptive model is converted into the linear zl:“ux: 21...3°3,X, 21
model as it is very difficult to work with the descriptive ; 515 i_"l‘ 2,

model. We have the following transformation: = =ty It

V =minf 3°0,p. 39,,p e $20,p 0 S The value for p, where i = 1,2,..., m and V are obtained
m (Z uPy g,:"'-p' E WPi 2 ,p,] using the following formulae:

=] =l

|
The linear model can be represented as follows: v =—i|_ Pi= VX, wherei=1,2,....,m
Maximise Z=V
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34.62. Development of Linear Programming
podel with Respect to Player B
The expected oss or gain of Player B corresponding to the
gelection of every altematives of Player A is shown in
mblt M.

Table 3.3: Expected Payoff Function of Player 0

—"'-'-_-_——--_—
Player A's Alternative|  Expected Loss (+V/Galn (-) Function to
| Player B
n
I Q1+ 04+ a,q 4 0,0, = Z.qu,
i
2 gy + Ay + ...+ 0gq, + 8,0, = i'lﬁl
=
n
i RICTI g PR PN WL T I Z'ﬂql
F
n
m 00 G+ B2y # ... # Bl + Ay = anqj
Pl

Descriptive Model for Player B

The player B tries lo minimise the game value because B
is a minimax player. This objective can be achieved by
minimising the maximum of the functions situated in the
last column of above table 3.34. Thus we have,

nﬁn[max[z:a”ql. 2% P R, 35 1Y J Za,,qu):l
I Fl F Fi

Subject to constraints,
Q@+ttt G=1

There is one condition that should be satisfied, that is, sum
of the probabilities of selection of altematives of player B
isequal to 1.

*IY (Iz-' s qu‘—'l qn 2 0

This model is known as descriptive model because
objective function is not linear in this model.

Linear Model for Player B
Since it is difficult to work with the descriptive model, it is
transformed into linear model. Let,

n n n n
V=max(Zaqu. Y 25G s 28 G jreeer Za“q,]
o Fi Ft Fl

Whenever above is substituted then the linear model is as
follows:

Minimise Z=V
Subject to
23,9,SV,Ya,q,<V...
H Fi

2a9,SV..YaqsV
Fl F

Q+Q+ - +q+-+q=1920
wherej=1,2,....,n
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alue V, the system of constraints

By dividing with game ¥ plified

of the above model can be converted into the sim
form as follows:

-~ 9 c 49
. TR, . T
Zhy wV
SO ! ST}
a,—~<l... Xa sl
§ 'Jv = i‘“lv

-c-l—'-+-ql+....+ﬂl+....+-—
vV Vv \'% v
q 20, wherej=1,2....n
The above model shows the modified model, in which the
llowing problem occurs: .
iC; omgl;‘pc of every constraint will be changed if the
value of the game is less than zero. .
2) The terms of the constraints will become infinite if the
value of the game is equal to zero.
For aveiding the above pmblcmacmummgismﬂcdm
every enlry in!hcpayoffrmu'i.t.ﬂwwnswul(uu.;u:ﬂ to the
absolute value of the maximum negative values of the payofTl
matrix plus one. Whenever these problems have been
resolved, next step is subtracting the constant K from the game
value for obtaining the true value of game. There is no need to
add constant K to every entry of payoff matrix, in case every
values of matrix are positive, ie., greater than zeto.
Letq/V =Y, wherej=1.2,3,.... n. Then,
v oomax L= mad Le9is 3, 49 | max
min V = max v mz.v{v+—vl+...+v+_+ V]
Y+ Y+ ... +Y,+...+Y,)
We get the following revised model if the above function
is substituted in the model:
Maximise Zr = Y+ Ya+ Yy +—+ Y+ —+ Y,
Subject to,

)_;a,,v, <1 .gaun Sl

ga,\', $1o XanY, !

Y]ZO. j=l,2.....n
The values for g, j = 1,2, 3,..., n and V are obtained using
the following formulae:

1 .

v=—.,q=VY, j=L23,..n

21 -
Example 47: The payoff matrix with respect to Player A
is shown in table 335 Using the lincar programming
method, solve the game.

Table 335: Payoff Matrix of Player A

Player B
1 2 3
1 1 -1 =1
Player A 2 -1 -1 3
3 -1 2 -1

Solution: Using table 335, the maximin and minimax
value can be calculated as follows:
Table 336: Payoff Matrix with Maximin and Minimax Values
Player B
1 2 3

L v T o T

Row munimum
|-1 (maximin)
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Player A ZL -1 =] 3 ~1¢ imin)
L 2 =1 _|-1 (maximin)
Column 1 2 3
maximum
(mMinimax )

From above table 336, it is shown that the minimax value
(1) 15 not cqual to the maximin value (-1). Thus saddle

point does not exist. The game can be solved using mixed
strategies,

revised payoff matrix as shown in table 337
Table 3.37: Puyoff Matrix after Ad

ding K t
Player B € K to Each Entry
1[273]
L1311 ]
Player A 211 s
31143

We have 10 develop a linear programming mode| for

Player B which will have only < constraints. The

problem can be solved by the following ways:

1) For obtaining the strategies of Player B and game
value, solve the model.

2) Using concept of duality, obtain the strategies of
Player A from the optimum table of Player B.

4) By subtracting constant K from value of the modified
game, obtain the true value of the game.

Since K(2) is added to the cvery cell of the payoff matrix,
hence the last step is needed. Let consider that we have the
payofl a, in case player A chooses his altemnative i and
Player B chooses his alternative J respectively. Also
consider that V is the value of game and p: is the
probability of sciecuon of Alternative j (where,i=1,2,3)
by Player A. The q, be the probability of selection of
Altemative j(where, j = 1, 2 and 3) by Player B.

Development of Linear Programming Model with
Respect to Player B

The following function shows the expected loss (+)/gain
(=) of Player B corresponding to selection of every
altematives of Player A. The necessary condition is that q,
T+ Q= l.

3 +qeqsV;
G +4q:+q:sV;

Q+qQ+5q: <V
Q+Q+qy=1

Whenever we divide the above constraints by value of
game, i.c., by V then we get the following:

3&+g:_+&s|l g'_
V Vv v \'%
q

vV vV v~ vV Vv
Replacing q/V by Yj (where j = 1, 2, 3) in the above
constraints, we get the following:
3Y|*Y;+Y3$|. Y|+Y2+5Y35l.

1
"|+4Y2+Y‘]Sl and Y|+Y;. +Y3 =—\’—
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, i linear pro
ing the above model into prog i
so?j::‘:;ﬂscf rule for P]aycr B, we get the fO"OWlng ljncag;
ing model:
mﬂ Z2 = Yl -+ Y: -+ Y)
. 3, + YI + Y3 <1
Subject o Y+ Y1+ 5Ys<1
Y. + 4Y2 + Y] <1
Y,.Y;and Y;20

Adding slack variables to the above generalised model, ye
get the following standard model:
Maximise Z, =Y, + Yz + Y3 + 05, + 05, + 08,
Subject to,

3Y|+Y:+Y3+Sg= 1

Y’+Yz+5Y]+SI= 1

Y|+4Y2+Y3+S3=l

Y Y2 Y.5,.5:.520
Table 338 shows the initial table:

Table 3.38: Iteration 1

111000 Sotu T
Basis ution tio
O Yi Y2 ¥y 5,5, 5y
it ahd atuts hutadl it bt s 3 ]
o | s [3pufr]|ifolo| 1% |lin=o03mg
o s; [1f1isfof1]o 1 V=]
+ —
o s, [1hatfafololt] 1 |wn=
Z o ooooo| o
C-zl|1t 1 1 00 0

In the table 339, it is shown that S, is the outgoing
variable and Y, is the incoming variable. The next
iteration is shown below:

Table 3.39: Iteration 2
1 1 1 0 00

Y. Y; Y) S| Sx S,

1| v, | 1§53 inlinfolo]l 15 1

CB,| Basis Solution| Ratio

0| S, o2l 14n3|-13] 10| 23 1
o| s potnnl2a[-mlo[1] 23| am
Z |13 nlis|o|o]| 3

C-z|0|23|23|-113| 0] 0

The next iteration is shown in table 3.40. Here S, is the
outgoing variable and Y; is the incoming variable.

Table 3.40: Iteration 3

11 1 0 o0 o
CB, | Basis Solution |Ratlo
Y., ¥y §, S8, s,
Vv [nfofannam o] 3 i
o | s e Fanan ] et
1| Yy fofruiufo|am | 2 i
Z, |t s 3m|o|znn | sm
C-z|0|0|ent |-3m1|o |21
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next iteration is shown ip ¢4

- 1able and Y, :
t oing vanab 115 the in
outs Table 3.41: e

hl!.J.-ﬂ. Here S, is the
coming variable,

T ration 4
. 0
Dasis LT 2 d
Cnl Yl Y A Y s Sl S; S) Solutlon
: Y, L1o]oTiysn =350 2125 625
Y, (0012 '
,_,_LL-TJ SRR Y50 11s50]-1ns ns
1 y =225 (-1n5] 1128 4n1s
Z Lili1]6rs)|3ns 425 | 13258
C-Z4|0]0]|0|-6ns |-3/25| 4ns

; lue of C;-Z,<0, h i
Since every va » hence we get the optimal
solution. Now we have the following solution mocl;l?tl

6 v _4 v_3 13
The following formula can be used to determine the value
of V and, 93, g2 and g

=-i]1— andq’=ij=l|213

fore. Ve 1 1 25
Oore. R —— S —
Thes Z, (325 13
the value of original game = —K=="_97-_
Thus BB
.—_2:5_)(—6—=i q :Exi-—d a.l'ld
da = 3 TS T
B3 3
YT 13
Using the duality concept, the value of X;, X; and X; can
be obtained as shown in table 3.42:

Table 3.42: Solution of Plaver A

Basic Variable in the Initial Table | §, S. |S,

Corresponding Dual Variable X 11X 11X
—~C,—Z) from table 12.62 6/25 | 325 | 4125

The solutions of player A is given below:

6 3 4 13
x S=— x S— x =, Z e
LA TR TR T

Using the following formula, one can compute the value
of V and, p;. p2 and p3:

I :
vz p=VX;i=1,23

Therefore,
1.5
Z, 1325 13
25 25 1
. (B B, 1
The value of the original game T K T 3
25,66
13725 13 '
25,33 4o B4 4
P= 3" P 13

Now we get the strategies of Player A and Player B in
summarised form as follows:

6 3 4 6 4 3)
——— B_—._l__
A(13'13'13) and (13 1313

Where value of the original game is -1/13.
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3.5. EXERCISE

35.1.  Short Answer Type Questions

1) What is decision theory?

2) Write the steps of decision making?

3) Explain the decision-tree approach?

4) What are the elements of decision making?

5) What are the uses of decision tree?

6) What is game theory?

7) Define saddle point.

8) What are rwo person zero-sum games”

9) Discuss the odds method for solving 2x2 game.

10) Define strategy and what are the strategies used by the
players in a game.

11) What are the assumptions and limitations of the game?

12) Differentiate pure strategy and mixed stralegy.

13) Define payoff matrix of a game.

14) Explain method of dominance in game theory.

15) Apply minimax regret criterion to solve the following
decision problem:

E, E: E!
A, L7030 ] 1S
A. | S0 | 45 | 10
A, 30 |30 0

[Ans: Strategy A,is to be adopted.]

16) Apply minimax regret criterion to solve the following
decision problem:

E, E: | E E.

Ay 40 -1 60 181
A, 20 ] s0| 4 o
A, | 200 | 150 | -20 10

[Ans: Optimal strategy A,]

17) Apply EMV criterion to solve the following decision
problem:

A | A Ay Probability
E: 25 | =10 | =128 0l
E: | 400 | 330 [ 300 07
E, | 650 | 730 750 2
[Ans: Optimal strategy A,]

35.2. Long Answer Type Questions

1) Dr. Thomas has been thinking about starting hus own
independent nursing home. The problem is o deadz
how large the nursing home should be. The annual
returns will depend on both the size of nursing home and
a number of marketing factors. Afier a carcful analysis,
Dr. Thomas developed the following table:

Table 1
Size of Nursing Good Fair Poor
Home Market Market Market

) T (T)
Small (S) 50,000 20.000 - 10,00
Medium (M) 70.000 35 000 =25.00M)
Larpe (L) 90,000 15 000 ~=43.000
Very Large (VL) 2.00,000 25000 -120000
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2)
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i) What is the maximax decision?

i)  What is the maximin decision?

iii) What is equally likely decision?

iv)  What is the criterion of realism decision? Usea =0 8.

[Ans: (i) VL (ii) S (iii) VL (iv) VL]

A food product company s contemplating  the
introduction of a revolutionary new product with new
packaging to replace the existing product at a large
increase in  price (5)) or a moderate change in
composition of the existing product with a pew
packaging at a small increase in price (S) or a small
change in the composition of the existing product with a
ncgligible increase in price (S5). The three states of
nature are:

i) High increase in sales,
i) No change in sales (N3), and
iii) Decrease in sales (N3).

The marketing dspartment of the company worked out
the pay-offs in terms of yearly net profits for each course

of action for these events. This is represented in the
following table:

Table
Courses of Action
States of Nature S, S, Sy
N, ¥7,00,000 | 25.00,000 ¥3.00,000
N; %3,00,000 | T4.50,000 ¥3,00.000
Ny 21.50,000 0 | 23,00.000

Which strategy should the company choose on the basis
of:

i) Maximin criterion,

il) Maximax criterion,

iii) Minimax regret criterion, and
iv) Laplace criterion

[Ans: (i) S, (ii) S, (iii) S, (iv) S,]

A decision problem has been expressed in the following
pay-off table:

Table
Outcome
Action | I I | m
A 10 | 20 | 26
B 30 | 30 | 60
C 40 | 30 | 20

i)  What is the minimax pay-off action? )
ii)  What is the minimum opportunity loss action?

[Ans: (i) B (ii) B]

A company is currently working with a process, which,
after paying for materials, labour, etc. brings a profit of
12,000. The company has the following alternatives:

i) The company can conduct research R, which is
cxpected to cost ¥ 10,000 and having 90%
probability of success. If successful, the gross
income will be ¥ 26,000.

The company can conduct research R, expected
to cost ¥ 6,000 and having a probability of 60%
success. If successful, the gross income will be ¥
24,000.

The company can pay ¥ 5,000 as royalty of a new
process which will bring a gross income of ¥ 20,000.
iv) The company may continue the current process.

if)

iin)
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6)
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8)

ques for Decision Making,) Auc

« e resources, only one of the two
chm; :nh::t;iied out at a time. Draw the decj
rescarc

and find the optimal sUAICEY for the company.

_ ay T 5000 as royalty of the pe,,
[Ans: ﬁﬂ':f:;yn p? um expected profit of 2 15,000

Pes of
sSton tree

ily demand for the breads in the city -
Ezn?:l:l){:c of the following values: 3400, 3600, 3700
or 3800 breads with the probabilities 0.18, 0.12, 0.20
and 0.50. If the stockiest stocks more than the needs,
he can return them at a discount price of 8 per breggq

i bread and sells jy

ing that he pays ¥ 8.50 per or
;\S;USIS pgcr bread, find the opimum stock leve| by
using a decision tree representation.

[Ans: Optimum stock level is 3,800 breads.]

is currently working with a process, which,

:ﬁ:?rsf;nn); for materials, labour, ete. brings a profit of

12,000. The company has the following allernau\.cs_:

i) The company can conduct research Rt_whlch s
expected (o cost 10,000 and having %%
probability of success. If successful, the grogg
income will be T 26,000.

The company can conduct research R?‘ expected tg
cost ¥ 6,000 and having a probability of 6gg,
success. If successful, the gross income wil] be
¥24,000.

The company can pay I 5.000 as royalty of a new
process which will bring a gross income of 220,000,

ii)

iii)

iv) The company may continue the current process.

Because of limited resources, only one of the two types
of rescarch can be carried out at a time. Draw the
decision tree and find the optimal strategy for the
company.

[Ans: Company pay ¥ 5,000 as royalty of the new
process to earn maximum expected profit of T 15,000].

What is the optimal strategy in the game described by the
matrix.

S 3 1 20
5 5 4 6
-4 -2 0 -5

[Ans: Optimal Strategy for
B, B

AL A
A=[—1/I15 n/:s]‘B:[-?/a 15/a]]

Reduce the following two person zero sum game to 2x2
order and obtain the optimal strategies for each player
and the value of the game.
Player B

B, | B; | By | B,
A 3 2 4 0
A, 3 4 2 4
A 4 2 4 0
Aol a]os

[Ans: Optimal Strategy for Player A = (0, 0, 2/3, 1/3)
Optimal Strategy for Player B = (0, 0, 2/3, 173)]

8x4+0x4 -8/3
+4

Player A

Value of the Game (for A) =




P a1 j,

g Solve the following pame Eraphically,

Player B

Player A

[Ans: Valueof the gnmc-_—]l]
5

IU) SOIVC lhe fO"OWing gamc:

[Ans:  (Optimal Strategy of A: 21152, 152, 19/52

Optimal Strategy of B: 7/13
213, 3/
and Game Valye V = 213)) 13,813

11) Reduce the following IWo-person zero-sum game to 2x2

order, and obtain the optimal strateyi
and the value of the game: cgies for each player

______PlayerB
B, | B | B, B,
(Al 32 a o
LA 131412 4]
Player A | A, | 4 [ 2 [ 3 9
Aol aTg 1

[Ans: The optimal strategy for A is (0,0,273, 173
itis (0.0.2/3, 113) and the game value V = /3] ), for B

12) Find the saddle point (or points) and hence solve the
following game:
PlayerB
B, B; B,
A 15 23
PlayetA A, (6 5 7
Ay -7 4 0

[Ans: (A; By), v=35]
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13) Find the saddle point (or points) and hence solve the

fD”owing game:

B

B, B; B, B,
A [1 73 4]
AA; |5 6 45
Ay [T 20023

[Ans: (A, B,), v=4]

14) Find the saddle point (or points) and hence solve the
following pame:

B
I momv
I |-5 2 1 20
All|S S 4 6
mi|4 -2 0 -5

[Ans: (IL, I11), v = 4]

15) Solve the following game with the help of linear
programming approach whose pay-off matrix is
given by:

I I m

Ife 8 6
Imj4 12 2
[Ans: (L D), (1, D), v = 6]
16) Solve the following game with the help of linear
programming approach whose pay-off matrix is given

by:
PlayerB

2 1
PlayerA|0 -4 -—|
1 3 =2

[Ans: (L 1) or (I, III), v=1 for A, v =—1 for B]
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Unit 4

Inventory and Replacement Models
\—:—-——/ﬁ—\

4.1. 'INVENTORY

4.1.1. Introduction

Inventory denotes “stock of goods”. Varj
defined this word in their own

process, stores, raw materials, etc,

According to International Accountin,

g Standard
Committee (I.AS.C) defines  inventorjes as
“Tangible property
1) Held for sale in the ordinary course of business,
2) In the process of production for such sale, or

3) To be consumed in the process of production of goods
or services for sale”,

According to The American Institute of Certified
Public Accountants (AICPA) defines “Inventory in the
sense of tangible goods, which are held for sale, in process
of production and available for ready consumption”,

According to Bolten S.E., “Inventory refers to stock-pile

of product, a firm is offering for sale and components that
make up the produet”.

4.1.2. Types of Inventory

Following are the main types of inventory:

1) Movement Inventories: This is the inventory which is
in the transportation mode and cannot be used for
production purpose during that time. This type of
inventory is also known as transit or pipeline inventory.

2) Buffer Inventories: This kind of inventory is
maintained to protect against fluctuations in demand
and supply. While a firm may estimate its demand and
supply based on past experience, it cannot predict it
exactly. In order to keep the production process
smooth during such uncertainties, the firm maintains
buffer inventories. This type of inventory is also
known as ‘safety stocks".

3) Anticipation Inventories: These inventories are held
by the company to meet future requirements. The
production is done for a specialised period. For
example, a company may decide to hold inventory of
umbrellas before the arrival of monsoon and water-
heaters before the winter season.

4) Decoupling Inventories: This type of inventory is
meant to decouple various manufacturing processes
from each other. For example, a machine may use the

product of another machine as its input. In sych
it is necessary to maintain intermediate inventg
that both the machines can work sunultaneously,

Case,
TY, so

5) Cycle Inventories: This type of inventory is helg on

account of the difference in the exact requirements of
the firm and the order placed by the firm.

6) Independent Demand Inventory: This of
inventory results from forecasted demand. Tt generally
consists of finished products and is not related to an
higher level item. For example, complete finishey
products, soap and automobile.

7) Dependent Demand Inventory: This in\’cntory
comsists of items which have derived demapq
For example, general parts, materials, assemblies and
components used in a finished product.

4.1.3. Costs Involved in lnventory
Problem

Following are the four major costs involved in inventory

problem:

1) Ordering  Cost/Set-up Cost: The  cost
suffered/experience  when the invemtory s
reordered/replenished is known as ordering cost.
These costs are related with the processing and
chasing of the purchase order, transportation,
inspection for quality, expediting overdue orders, etc.
These are also known as procurement cost, The
ordering cost incurred is similar to set-up cost i.e.
when the units are made within the organization, It
describes the cost which has occurred while framing
the production plan, the usage of resources while
making the production system ready, etc. It consists of
the following:

i) Reorder Cost: The cost of allocating and
preparing an order by purchase and accounts
department is known as reorder cost. It includes
the cost incurred when the goods are purchased or
if goods are produced by the firm or while
organizing the production process.

ii) Purchasing Cost: It is also known as
manufacturing or variable cost. It basically

depends on whether the firm is buying the goods
from the supplier or producing itself.

ili) Transportation Cost: The transportation cost is
a cost which is not included in the price of
purchased goods just for making it easy. The
fixed transportation costs are included in the
reorder cost and the variable costs are included in
the purchasing cost.
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2 C,mrmgCost:Ca:mngwstrcfm to the cost which is
incurred due 1o storing of an jtem in an inventory. It is
also popular by !hc name of holding cost gr sho.ﬂage
cost. The CaTyIng cost is equal to the amount of
inventory and the time period until which it is stored.

The elements of carrying cost include the following:

i) 'Ihckoppomlmty cost of capital invested in the
stock.

ii) The costs directly linked/related 1o
like store-men’s salary, rates,
lighn'_ng. racking and palletizatio
clothing, store's transpor, etc.

iii) The obsolescence cost includes scrappi
possible rework, B and

iv) The deterioration costs and costs incurred in
preventing deteriorations,

The cmyiqg cost is generally exhibited in the form of
rate per unit or as a percentage of inventory value, It
is assumed to be fixed for each unit of certain product
of inventory store for a unit time. It consists of
the following:

i) Opportunity Cost: The opportunity cost refers to
as the cost showing the return on investment the
firm would eam if the money had been invested in
better profit bearing economic activity like in stock
market instead of inventory. The cost is usually
based on the standard banking interest rate.

Warehousing Cost: Warehousing cost refers to the
sum paid in the form of fee for the storage of goods
in a third party's warehouse. If the company has its
own warchouse, it has to bear cost such as space and
equipment costs, personnel wages, insurance on
inventories, maintenance costs, energy costs and
state taxes etc.

Shortage/Stock out Cost: The stock out cost refers to
the cost related to not catering to the customers. Stock
out indicates shortage. If there is internal stock-out,
then this means that the production will stop and it
will result into wastage of time of both workers and
machines and it will also lead to delay in the work
which will lead the firm to bear loss. If there is
external stock out then there will be loss in sales due
10 loss of potential sales or loss of customer goodwill.

The shortage will arise because of the different kind
of reactions from different customers due to which
there will backorder or lost sales. In backorder, the
sales will be delayed instead of loss in the sales.
These are divided into the following:

i) Lost Sales Costs: When the customer buys an
unavailable item from th& competitor, it is known
as lost sale. The lost sales costs consist of the
profit that would have been eamed when the sale
was done and also the adverse impact on the
future sale due to shortage.

Back Order Costs: The delay in sales occurs
when there is any kind of shortage if the goods
are not easily exchangeable. This leads to adverse
impact on the future sale and also leads to fines.

storing goods
heating and
n, protective

ii)

J)

IHEII';_'I':ILE
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own as nominal cost of

+ It is also kn )
4) Purchase Cost: It is ¥ the iteim which

i is is the purchase pnc
:: :';!cohzs‘cmrom cxlsn.al sources and Lhclco§! of l.l::
production if the jtems are made msrdc‘ e
organization. Purchase costs dcp_cnd on lhc? quan:ty 3
items purchased. Usually, there is a situation r:d cr:: ils
may be specified like the unit price of the p l:;tcrdcf
240 for an order upto SO units and T49.50 if the

is more than 50 units.

4.14. Meaning

Management _ _
lnvcntoryg costs are generally very high -for busmcs;..
concerns. A firm generally invests a substan}ml amount 0
resources in its inventory. In many c€ases. u!vcnwry cost
constitutes about 90 per cent of the total working capital.

properly manage its inventory.
lies proper planning related to
purchasing, handling, storing and accounting of goods.
Inventory management decides, “what to purchase, how
much to purchase, where to purchase from, where to
store, etc.”

Inventory management also ensures that the firm